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ABSTRACT
In this work, we consider the problem of detection and interpreta-
tion of user preferences using their brainwaves. The specific goal
in this context is to determine the preference ranking for a set
of objects by solely relying on the brain activity of a user who is
wearing an EEG headset wearable. We first establish the feasibility
of object ranking (based on an EEG wearable) by a trial and error
based analysis of the EEG signals. We then present a machine learn-
ing algorithm Cerebro, which can learn the specific nuances of the
user’s brainwaves for preferences to accurately rank the objects. We
measure the accuracy of the algorithm in terms of the Normalized
Discounted Cumulative Gain (NDCG), and show that it performs
well when trained on 7 objects, and evaluated on 3 objects for the
14 users.
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1 INTRODUCTION

Figure 1: EEG Headset
Wearable: Muse

Knowledge of a user’s prefer-
ences can be quite useful in sev-
eral different contexts. For exam-
ple, Amazon, the online retailer,
sells over 600 million products.
The Amazon landing page, on
the other hand, can reasonably
present only 50−60 different prod-
ucts on a computer, and fewer on
a mobile device. When a user ar-
rives at the landing page, Amazon
would ideally like to present those
products that are of relevance to the user. Knowing the user’s pref-
erences at that point in time can help Amazon do so effectively.

Sophisticated user personalization models are routinely em-
ployed today by a retailer such as Amazon based on cues such
as past purchases, searches, and items saved in cart. There are
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other contexts as well beyond online commerce where the ability
to understand user preferences has significance.

Meanwhile, over the last couple of decades, rapid strides have
been made in the domain of sensing and interpreting brain activity
using electroencephalogram (EEG). Unlike its more involved coun-
terparts such as magnetic resonance imaging (MRI) and functional-
MRI, one of the distinct advantages of EEG is that the sensors can
be used in a non-obtrusive user-friendly fashion. Figure 1 shows an
off-the-shelf EEG “headset” wearable (EHW) that looks no different
from audio headphones. This advantage makes EEG a prime candi-
date for mainstream applications that reliably rely on brainwaves
for understanding user thoughts. Advances in the understanding
of brain architecture and functioning, coupled with sophisticated
signal processing techniques, has allowed for EEG based detection
of user actions (e.g. blinks) and thoughts (e.g. motor imagery and
error response).

In this work, we consider the intersection of the aforementioned
domains. Specifically, we consider the detection and interpretation
of user preferences using only the brain waves of the user detected
using an off-the-shelf EEG wearable.

We consider this problem in the specific context of ranking a
given set of objects based on a user’s preferences. Thus, given a set
of objects OS = {o1,o2, . . . ,oN }, we consider the problem of de-
termining the respective ranks of the objects RS = {r1, r2, . . . , rN },
where 1 <= ri <= N , by only relying on the brain activity of a
user who is wearing an EEG headset wearable. The following is a
summary of our key contributions:
• Using an EEG dataset obtained from 14 users observing 10 differ-
ent objects (products), we first establish the feasibility of object
ranking based on an EEG wearable. We do so by relying on a
brute-force trial and error based analysis of the EEG signals and
comparing it to the ground truth of how the users explicitly
ranked the corresponding objects.

• We then present a machine learning algorithm, Cerebro, that
given a training set of EEG waveforms along with rankings from
a specific user, can learn the specific nuances of the user’s wave-
forms for preferences, and when provided with only the wave-
forms for a new set of objects can rank those objects accurately.
The key novelty of Cerebro lies in the combined use of multi-
ple aspects of the EEG signals (N200 mean, N200 minima, and
Event-related Spectral Power (ERSP)) to rank objects according
to user preferences, and a mechanism to self-determine when
the algorithm’s ranking are accurate enough to be actionable.

• We evaluate theCerebro solution by training the algorithm with
7 objects for the 14 users, and evaluating the accuracy with which
it ranks the remaining 3 objects as compared to the user-specified
rankings.
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The rest of the paper is organized as follows. In Section 2, we
present some background on user preferences and EEG and define
our problem formally. In Section 3, we establish the feasibility of
object ranking based on EEG signals by using the dataset. In Sec-
tion 4, we present the Cerebro algorithm and evaluate its accuracy
performance. Finally, we present our conclusions.

2 BACKGROUND AND PROBLEM
DEFINITION

2.1 User Preferences
A user’s preferences influence everything from mundane purchases
to social behavior to moral decisions. The neurobiology of prefer-
ences is still an emerging area of study, but it is understood that
preferences are influenced by both genetics and the environment.
Since preferences heavily determine a user’s actions, having visi-
bility into the preferences can help in several different scenarios.
While we delve into some example scenarios later, we now briefly
discuss some approaches to determine a user’s preferences.

An obvious approach to learn a user’s preferences is to ask the
user for explicit input. For example, presenting a set of options to
a user and having the user vote or rank on the options explicitly.
An advantage of this approach is that the user’s stated preferences
are directly known. However, there are a few drawbacks: first,
when user’s share preferences they might not be entirely truthful
and represent accurately their real preferences - this is observed
routinely in pre-election polls; and second, since this approach
requires explicit user involvement, it cannot be used frequently and
for a large number of options.

An alternative to the explicit approach is to implicitly observe
user actions and infer the user’s preferences based on those ac-
tions. This is the preferred approach especially for environments
such as e-commerce platforms where observing a user’s actions
is significantly easier than explicitly interacting with the user. A
platform like Amazon observes a user’s actions such as searches,
clicks, time spent on a product page, additions to cart, and actual
purchases to form a composite view of user’s preferences and use
this to appropriately optimize the options presented to the user.
Video platforms such as Netflix and YouTube also rely on simi-
lar techniques to understand user preferences in order to present
suggestions for users to watch next. YouTube’s recommendation
engine has a remarkably high success rate - over 70% of a user’s
watch behavior is directly from the recommended videos presented
to the user 1.

There are some specific scenarios where it is neither possible for
users to explicitly indicate preferences, nor is it possible to reliably
track user actions to make meaningful inferences. For example,
consider the problem of learning the preferences of a user with
disabilities that preclude both explicit communication and any per-
tinent actions that would allow for meaningful inferences. Similarly,
learning about the true preferences of young kids is a challenge.

In this work, we focus on implicit observations, but not on the
user’s actions that can be somewhat infrequent, but on the user’s
thoughts. Thoughts as a unit of observation are far more frequent,

1https://www.cnet.com/news/youtube-ces-2018-neal-mohan/

Figure 2: EEG electrodes and associated neural activity

and more seamlessly accessible, than actions. Hence, there is con-
siderable merit in considering the observation of thoughts using
EEG in order to infer user preferences.

2.2 A Quick Primer on EEG
EEG (Electroencephalography) is the recording of electrical activity
of the brain on the scalp. This electrical activity is the derivative
of synchronized electrical firings of billions of neurons inside the
brain responsible for the processing and communication of a mas-
sive amount of information. The raw analog electric potentials are
tapped by placing electrodes (conductive disks, often mounted in a
fabric cap) over the human scalp. The raw signals are further digi-
tized and amplified through appropriate sensing hardware. These
EEG signals are a very crude representation of the brain activity,
as it can only capture the macroscopic firings of the large group of
neurons. With significant advances in consumer-grade EEG head-
sets, these signals can be reliably tapped into by the user wearing an
electrode cap and digitized further. The measurement and process-
ing of such potentials provide a window into a myriad of activities
inside the brain including emotions, perception, attention, engage-
ment, etc. [1–3]. Specific sections of the brain are responsible for
different cognitive and biological functions, and the neural activity
associated with those functions is recorded by placing electrodes
directly above the specific regions. Fig. 2 shows the main spatial
locations and the associated neural activity. For e.g., neural activ-
ity related to motor and sensory tasks is prevalent in C3, C4, Cz
electrodes (according to 10-20 electrode system) in 8-12 Hz band. A
user preference related neural component is captured over Fz and
Cz, in the time interval of 200-300ms.

Such attributes (e.g. attention, emotions, like, dislike, etc.), re-
flecting the user preferences associated with neurophysiological
changes, and the methodologies to track through EEG, fMRI, MEG
devices, are being heavily used in the advertisement industry (e.g.
Coca-Cola, Campbell, GE) and is an active area of academic re-
search [4]. EEG provides excellent time resolution (although poor
spatial resolution), allowing to detect brain activity in milliseconds,
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making it an inexpensive viable candidate for understanding user
preferences.

2.3 Target Scenario and Problem Statement
We consider a setup where a user is wearing an EEG headset while
browsing through the e-commerce platform on her computer or
phone. The electrode sensors continuously read raw brain signals,
and the hardware platform transforms them into digital signals.
The digitized brainwaves are transferred to the cloud over a wire-
less link for computational processing. The raw EEG signals are
pre-processed (to increase the signal-to-noise ratio) and are dis-
sected into fundamental frequency components (primarily theta
and beta waves) in the cloud to search for specific patterns. The
processed features are then subjected to learning algorithms to
interpret their meaning. Thus, with such analysis, conscious or
subconscious user preference toward the browsed or recommended
item can be inferred. If multiple objects are shown at the same time,
attribution methodologies are required to tie user preference to a
specific item. The user-specific model in the cloud is updated based
on the learned preferences of the known item, which delivers the
updated personalized recommendation to the user device.

Our goal in this paper is to determine the preference ranking for
a set of objects by only relying on the brain activity of a user who
is wearing an EEG headset wearable. We define the mathematical
formulation of the problem as follows,

Problem Definition: Consider a user U presented with a set OS
of N objects, OS = {o1,o2, . . . ,oN }. S = {s1, s2, . . . , sN }, represents
the corresponding recorded neural measures while a user is brows-
ing objects from the set OS . There exists a ranking (or permutation)
function σ , s.t. σ (o1) ≥ σ (o2) ≥ · · · ≥ σ (oN ) in accordance with the
preferences of the user. We explore the practical feasibility of designing
an algorithm A, such that A(S,OS) ∼ σ . Specifically, in this work,
we consider N to be 3, and present the ranking algorithm and its
performance on ranking 3 consumer objects.

2.4 Related Work
In a consumer shopping task, [5] explored the ERP measures and
the role of math anxiety in consumers for discounted and promo-
tional products. The correlation of different EEG frequency bands
with the subject’s internal decision of like or dislike towards the
product has been shown in [6]. They concluded that theta band
activity near frontal, parietal and occipital lobes are reflective of
human preferences. [7] establishes the feasibility of detecting sub-
jecting preferences through N200 signals, LPPs and Positive Slow
Waves (PSWs). Moreover, the authors found that subsequent buy-
ing decisions also modulated the LPPs. [8] reported an average
accuracy of 60% when predicting the preferred product from a pair
of products using N200 and theta wave features. [9] classified 30
pairs of shoes successfully in two classes (buy and no-buy) for 40
participants. [10] developed a predictive modeling framework to
understand consumer choices towards e-commerce products from
14 categories (3 products each). An accuracy of 70.33% was achieved
for the consumer choice classification task using S-Golay filtering,
Discrete Wavelet Transform (DWT) coupled with Hidden-Markov
Models (HMMs).

Figure 3: EEG waveform and features

3 FEASIBILITY OF OBJECT RANKING USING
EEG

3.1 Dataset
We rely on the dataset obtained through the experiments in [8]
to perform our analysis. In [8], the experimental design involves
a pairwise classification task where 14 subjects were shown 10
unique consumer products2 and their neural activity was recorded
simultaneously. Later in the experiment, the subjects were shown 2
random products side-by-side (out of 10) and were asked to choose
and label the more preferable product. The first part of the exper-
iment was repeated 50 times for each product (per subject) and
provides the raw neural signals. The latter part of the experiment
included 45 unique product-pairs, and each product-pair was re-
peated 6 times to tackle the stochasticity in consumer preferences,
which serves as ground truth labels for ranking and preference
scores of the products (out of 54).

3.2 Feature Design
The source of the neural signals associated with the user prefer-
ences is known to be located in the fronto-central region. Hence,
we performed the channel selection with F3, C3, P3, Pz, Fz, Cz, C4
electrodes according to the 10-20 electrode system. A cleaner ERP
signal is obtained by decomposing the channel data in the inde-
pendent components and obtaining the top component through
the FastICA algorithm (Fig. 3). For simplicity, we will use the term
waveform to mention IC-1 component of the EEG signal. From this
waveform, we extract three features to capture the user preference
information for predictive analysis:

2In the conducted experiment, the objects were consumer products. In the rest of the
paper, we use the terms products and objects interchangably

Session 3: Novel Hardware and Machine Learning for Wearables  WearSys ’19, June 21, 2019, Seoul, Korea

49



• N200 mean: The mean amplitude of the waveform is computed
in the time interval of 200ms to 300ms (fig. 3).

• N200 minima:We also consider the minimum amplitude of the
N200 interval as an additional feature.

• Event Related Spectral Power (ERSP): The power spectral
density of the waveform is calculated in the time interval of
100ms to 400ms in the beta frequency range i.e. 13 to 26 Hz (fig.
3). This PSD is calculated relative to the pre-stimulus baseline of
500ms.

We compute the Pearson correlation coefficient to explore the rela-
tionship betweenN200 and ERSP features.We obtained a correlation
coefficient of 0.0025 for N200 mean and ERSP indicating that the
features are uncorrelated (p-value = 0.0237 < 0.05 ). During our
brute force trial and error analysis, we found that the combination
of these features presents the most distinctive variability in the
predictive analysis. The utility of N200 mean and ERSP in beta band
for predicting user preferences is also reported in [7, 8] and [11]
respectively.

3.3 Establishing Feasibility
In this subsection, we use the aforementioned features in the EEG
signals to determine pairwise preference with two objects at a time.
We thus establish the feasibility of rank ordering the objects using
the pairwise results.
The task of pairwise choice classification involves mapping the neu-
ral measurement orderings to the preference amongst the consumer
products. Thus, each neural feature (i.e. N200 mean, minima and
ERSP) is independently used to predict the more preferred product
in each product-pair. Specifically, the products having higher ERSP
or higher magnitude of N200 mean were found to have a lower
preference, and the products with higher N200 minima had a higher
preference. These comparison rules provide an accuracy of 63.38%,
64.01%, and 59.40% respectively for N200 mean, N200 minima, and
ERSP.A voting classifier combining all three features performed
with an accuracy of 66.7%. These metrics were computed on all pair
of products. As the difference between the preference scores be-
tween the two products compared increases, the accuracy increases
as well (as can be seen in fig. 4). The maximum accuracy achieved
is 82%.

Once pairwise preference can be determined, a naive ranking
algorithm can be designed based on the relative ordering of one of
the neural features. However, combining all of the three features is
not as trivial as designing the decision classifier for the pairwise
classification task. In addition, a fixed-comparison rule-based rank-
ing algorithm will be oblivious to the individual differences (e.g.
users with higher ERSP variations in comparison to N200), and
hence, will not be able to generalize over a large set of users. We
address these issues in the next section by presenting the Cerebro
solution.

4 THE Cerebro SOLUTION
Having established the feasibility of object ranking based on an EEG
wearable, in this section, we presentCerebro, a machine learning al-
gorithm that can learn the specific nuances of the user’s waveforms
for preferences, and is thus capable of ranking objects accurately.

4.1 Ranking Algorithm
As described in section 3, the processed data for user u and product
i , is a vector of neural features (Xu,i ) and the preference score
(yu,i ). N200 mean and N200 minima are transformed using function,
f (x) = 10loд(1 + x2), to express N200 features on the same scale as
of ERSP. We build on the pairwise transformation ideas of learning
to rank [12], and transform our dataset for each subject as,

{X
′

u,k ,y
′

u,k } = {Xu,i − Xu, j , siдn(yu,i − yu, j )}, i , j (1)
i.e. for each product-pair, we use the relative differences in neural
features, as our transformed set of features. The labels are also
transformed to +1 or -1 indicating if the ith product was preferred
more or less. This pairwise transformation enables the prediction
of the relative order of products (which is critical in ranking) rather
than the pointwise approach which approximates the preference
scores using neural features.

Based on the results in section 3.3, the relative order of the
products is assumed to be linear with the given neural features.
Hence, we fit a linear regression model3 on the transformed set
of features to predict the products with higher preferences. The
regression model outputs a scalar value, which if positive, can be
interpreted as the ith product is more preferable (or vice-a-versa,
if negative). The linear model parameter β , on a conceptual level
models the individual differences in terms of the importance of
each feature for comprehending the user preferences. In the loss
function of linear regression L(β), we add a linear combination of
L1 and L2 penalties for regularization in order to achieve a robust
prediction.

L(β) =
1
|K |

|K |∑
k

| |y
′

k − X
′

k β | |
2 + λ1 | |β | |1 + λ2 | |β | |

2 (2)

L2 penalty (also known as Ridge regression) regulates the magni-
tude of the parameter β to tackle the over-fitting issue. L1 penalty
(also known as Lasso regression) shrinks the coefficients of less
important features to zero, thus, acts as a feature selection step.
The optimal β∗ is learned by minimizing the overall loss function
eq. (2) over the training samples, β∗ = argminL(β). We learn a
unique and optimal β∗u for each subject u. Now, for user u, given
the neural measure of a new product p (i.e. X ′

u,p ), the preference
score can be calculated by projecting the neural feature vector onto

β∗u i.e. X
′

u,p .β
∗
u

| |β ∗
u | |

. The predicted preference scores are then compared
to rank order the products.

4.2 Evaluation

Methodology: The ElasticNet [13] model was used to combine the
L1 and L2 penalties in the linear regression model. λ1 and λ2 were
set to 0.5. For each subject, we train the algorithm with 7 products,
providing 42 training samples with pairwise transformation for
the linear regression model. The algorithm was evaluated on the
remaining 3 products by comparing the predicted ranking with the
user-specified rankings. A total of 120 different training-testing sets
are possible, hence, we present the performance metrics averaged
over all the possible combinations.

3A classification model (e.g. RankSVM) is also an appropriate alternative.
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Metrics: To evaluate the performance ofCerebro, we use two met-
rics, namely (i) MHD Score (Mean Hamming Distance), and (ii)
NDCG Score (Normalized Discounted Cumulative Gain).
• MHD Score: MHD score computes the mean hamming distance
between the predicted rank and the ground truth. For e.g., if a
ground truth rank of yrank =[1,2,3] is predicted as ŷrank = [3,
1, 2], the MHD score would be 1.33. For 3 elements, the best,
the worst , and random change MHD would be 0, 1.33 and 0.87
respectively.

• NDCG Score: It measures the ranking quality by accounting the
preference of the products ranked. NDCG is computed by normal-
izing theDCG score (Discounted Cumulative Gain),

∑N
i=1

r eli
loд2(i+1) ,

with ideal DCG score. Here, reli represents the preference of the
ith product. An ideal DCG score would be the DCG score of
products when ranked according to their preferences. For e.g.,
if the products with preference scores of yr el =[30,20,10] are
ranked as ŷrank = [3, 1, 2], the DCG score would be 41.31, with
an ideal DCG of 47.61, giving NDCG as 0.867. An NDCG score
of 1.0 is ideal. For the preference scores in our dataset, a random
chance NDCG is 0.87.

Performance: Fig. 5 and 6 shows the ranking performance on
NDCG and MHD scores respectively. On an average (14 subjects,
120 training combinations), the ranking algorithm performs with
an NDCG score of 0.92 (± 0.11) and MHD score of 0.67 (± 0.03). The
considerable standard deviation in the ranking performance is due
to the high variability of ranking performance across subjects and
training combinations. Hence, we also evaluate the performance of
top-5 subjects and top-5 training combinations. For top-5 subjects,
the performance jumps to 0.973 (± 0.0007) NDCG, and 0.429 (±
0.052) MHD. Similarly, for top-5 training set combinations, we
achieve 0.961 (± 0.02) and 0.477 (± 0.02) respectively.

4.3 Determination of Confidence in Ranking
Note that Cerebro requires user-training to understand and sub-
sequently predict user preferences. One of the key questions that
arises is the following - when is the algorithm trained enough such

Table 1: Confidence in Training

Top-10 Worst-10
Training MHD 0.731 0.199
Testing MHD 0.476 0.876

that it can start recommending objects according to the user pref-
erences (i.e. when the neural signal based estimated preferences
are actionable in real-world deployment)?. From the discussions
thus far, we can observe that the performance of the ranking algo-
rithm depends on the subjects and the set of product combinations
chosen for training the algorithm. In this subsection, we explore
whether it is feasible for the algorithm to self-determine if it has
encountered the right set of products to be effectively trained. If
such self-determination is feasible, the algorithm can begin predict-
ing ranks for new objects only when it is sufficiently confident of
its training.
Fig. 7 shows the average MHD score (over all 14 users) with respect
to the mean rank of the 7 products used in the training. With a
larger spread of product ranking in the training set (mean training
rank close to 5.5), it performs significantly better than with training
products that are heavily biased towards top (or bottom) ranks. If
the top 7 products are considered for training, it performs 20.1%
worse than a uniform spread of training products (with a mean
ranking of 5).

For practical self-determination of its confidence, the confidence
measure should be solely based on the set of training products
encountered thus far. In our dataset, we find that the combinations
performing comparatively poor (in terms of training score of MHD
or NDCG), tend to perform highly accurate on the testing data.
A possible reason for this trend could be that the algorithm is
exposed to the data with more variations, hence the training fit
is reasonable (no overfitting), but more generalized to the unseen
data. Table 1 presents the MHD score of training combinations
which has top-10 and worst-10 training accuracy. These results,
while preliminary, shed light on an approach to predict confidence
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in performance for unseen products. When the training accuracy is
tracked over time (with more number of products), the training and
testing accuracy converge, indicating the confidence. Our analytical
approach is limited because of the small size (10 products) of the
dataset. Another ideal approach to obtain confidence is through
cross-validation [14]. The verification of this methodology is left
for future work.

4.4 System Architecture
In this subsection, we describe the system design allowingCerebro
to understand user preferences. There are three main components
of the system architecture, namely, (i) wearable device, (ii) mobile
software, and (iii) cloud server. The wearable device detects EEG
signals and ships the digitized signals to the user’s mobile device
through a wireless link. The mobile software running on the user’s
mobile device processes the raw signals and extract neural features
related to the user preferences as described in section 3.1 and 3.2.
The computed features are sent to the cloud server which executes
theCerebro algorithm to understand the user preferences and thus,
ranks the objects. Finally, the analytical summary of the user pref-
erences and ranking is sent to the concerned application server (e.g.
Amazon personalization engine).

5 CONCLUSIONS
This paper considers the potential of tracking neurobiological changes
through wearable EEG headsets to understand user preferences.
We study the detection and interpretation of user brainwaves to
rank a given set of objects based on user preferences. We present
Cerebro, a machine learning algorithm to enable objects ranking
merely through the neural data based on user preferences. The
performance of Cerebro is attractive, with an NDCG score of 0.92.

In terms of future work, we intend to extend this work in two
main directions - (i) validating and evaluating Cerebro over a large
corpus of user preference EEG data, and (ii) observing the perfor-
mance of the algorithm in real-life conditions when the users are
actually browsing products on their mobile devices.
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