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Abstract

Sensors-to-sink data in wireless sensor networks (WSNs)
are typically correlated with each other. Exploiting such
correlation when performing data aggregation can result
in considerable improvements in the bandwidth and energy
performance of WSNs. In order to exploit such correlation,
we present a scalable and distributed correlation-aware ag-
gregation structure that addresses the practical challenges
in the context of aggregation in WSNs. Through simula-
tions and analysis, we evaluate the performance of the pro-
posed approach with centralized and distributed correlation
aware and unaware structures.

1. Introduction

Wireless sensor networks (WSNs) have gained tremen-
dous importance in recent years. One of the key tasks per-
formed by any WSN is the collection of sensor data from
the sensors in the field to the sink for processing. This task
is also referred to asdata gathering. An important chal-
lenge associated with data gathering is to reduce the mes-
sage complexity to minimize the bandwidth usage of the
network and the energy consumption of the sensor nodes. In
this paper, we consider the problem of efficient data gather-
ing in environments where the data from different sensors
arecorrelated.

Many research work have proposed solutions to con-
struct correlation-aware structures [1, 2, 3]. However,
these approaches are either centralized and require com-
plete knowledge regarding the number and location of
sources, or do not address several important practical chal-
lenges for WSNs, such as ease of construction, maintenance
and synchronization requirements. Therefore, those ap-
proaches are not suitable for a real-life sensor network
environment.

In this context, we present a simple, scalable, and
distributed approach calledSCT (Semantic/Spatial

Correlation-aware Tree) that does not require any cen-
tralized coordination while still achieving potential cost
benefits due to efficient aggregation. The SCT struc-
ture is instantaneously constructed during the course of
a single query delivery and is a fixed structure that is ef-
ficient for wide range of source densities and source
distributions. The SCT approach, with its highly manage-
able structure, ensures low maintenance overhead of the
aggregation structure, while also addressing the other chal-
lenges described in Section 3.

The rest of the paper is organized as follows: Section 2
defines the problem and discusses existing data gathering
structures and analyzes their characteristics. Section 3 iden-
tifies the different challenges in designing a practical, effi-
cient correlation aware structure. Section 4 presents the key
design principles in the SCT approach and describes how it
addresses the corresponding challenges. Section 5 presents
the SCT approach in detail. Section 6 evaluates the perfor-
mance of SCT with ideal structures and practical implemen-
tation of shortest path tree (SPT) while Section 7 concludes
the paper.

2. Problem Definition and Related Work

We consider a multi-hop WSN with one sink andn sen-
sors distributed uniformly in a sensor field. The sink sends
a query andk of then sensors respond to the query. We as-
sume that all the sensors have the same fixed transmission
range equal tocr0, wherec is a small constant (c > 1) and
r0 is the minimum connectivity transmission range [4]. As
a measure of the energy efficiency of a data gathering struc-
ture, we define its message complexity asH, whereH rep-
resents the total number of transmissions required for re-
sponses from allk sources to reach the sink. Our primary
goal is to minimizeH when there is correlation present be-
tween the data from different sources, defined by correla-
tion degreeρ. Correlation degreeρ = 1 means that two
messages are perfectly correlated,0 < ρ < 1 indicates that



two messages are partially correlated, whileρ = 0 implies
that two messages are independent with each other.

2.1. Correlation Unaware Approaches

Two popular routing approaches proposed in the context
of sensor networks can be classified as correlation unaware
approaches. Directed diffusion [5] uses the query paths to
construct the sensors-to-sink routes, and it is shown that
data gathering tree constructed by directed diffusion resem-
bles shortest path tree. GPSR [6] uses the location infor-
mation of sensors and the sink to forward messages to the
sink, and the data gathering tree generated using GPSR is
also approximations of shortest path tree. Since the primary
goal of this structure is to minimize delay, the shortest path
tree is not a correlation-aware data gathering structure. Even
though opportunistic aggregation may still occur when dif-
ferent paths overlap with each other, this structure doesnot
maximize the aggregations possible in the network.

2.2. Correlation Aware Approaches

There are several related works that have been proposed
in the context of explicit aggregation [1, 2, 3]. When the
full knowledge about source locations is known, the Steiner
Tree over all sources, sink and some of the non-source
nodes gives the optimal message complexity when the de-
gree of correlation is very high. However, the computation
of Steiner Tree is a NP-Hard problem [7]. In [1], the authors
propose simple heuristics that approximate the Steiner tree
to do efficient aggregation when messages are perfectly cor-
related. For any givenρ, 0 < ρ ≤ 1, the authors describe
two heuristics as simple alternatives that approximate the
performance of Steiner tree. In [8], the authors first identify
that the message complexity can be modelled as a concave-
cost function for any correlation factor, and propose an al-
gorithm that constructs a good approximation structure that
is close to optimal for all concave cost functions. However,
these approaches require complete information regarding
the number of sources and their locations to be available at
the sink and cannot work for the cases when there is incom-
plete information. Also, they are centralized approaches and
do not scale well with increasing node densities typical to
WSN environments and do not address the practical chal-
lenges identified in Section 3. [2] and [3] address the more
general problem of building aggregation structure with op-
timal expected cost when there is incomplete knowledge of
sources. They identify that the problem can be considered as
a Stochastic version of the deterministic Steiner tree prob-
lem. Since this problem is NP-complete, the authors focus
on developing constant-factor approximation algorithms. In
[2], the authors propose ahub and spokemodel to construct
a good approximation aggregation structure to the Stochas-

tic Steiner tree. In [3], a 2-stage approximation algorithm
is proposed. However, those approaches are neither dis-
tributed nor scalable, thereby are not tailored for sensor net-
work environments. Both approaches need centralized com-
putation of high complexity and assume each node respond-
ing to a query with a fixed probability. The scenario where
there is a varying source density are not handled by those
approaches.

3. Challenges

The main goal of this work is to design an efficient ag-
gregation structure that minimizes the message complexity.
In order to realize this goal, we identify the following im-
portant challenges and elucidate the desirable properties of
a solution that addresses the challenge.

3.1. Construction

The foremost consideration in building an aggregation
structure is the manner in which the aggregation structure
is constructed. Even the approximation algorithms for con-
structing a Steiner tree impose some requirements such as
the information regarding the number of sources and the lo-
cations of them to be available at the sinka priori. This in-
formation could potentially be obtained if the sink adopts
a two-phase querying procedure, where the query is sent in
the first phase and the responses collected reveal the loca-
tions of the sources interested in responding to that query.
In the second phase, the sink initiates the construction of
the approximation of a Steiner tree to optimize the message
complexity of the data sent. However, this solution is not
desirable across all types of queries and responses as shown
below:

• One-shot queries and responses: In this category, the
sensors send a one-time query and the correspond-
ing responses from the sources are also one-time re-
sponses. In this case, the two-phase procedure that we
had discussed above will be clearly infeasible both in
terms of delay and message complexity, as the message
complexity and delay of the fist phase is comparable to
the second phase. In this case, if the probability distri-
bution of sources is given, the stochastic Steiner tree is
the optimal aggregation structure.

• Single queries and multiple responses from the same
set of sources: Here, the sink sends one-time queries
but the responses from each sensor may be comprised
of multiple packets. However, the set of sensors re-
sponding to the query remains the same over all the
packets. While in this case, it may seem that the two-
phase approach may provide low message complexi-
tys, the delay incurred in determining the number of



sources could potentially limit its application. How-
ever, the network Steiner tree is still the optimal ag-
gregation solution in terms of low message complexity
since the number and locations of sources is known af-
ter the first packets from all sensors reach the sink.

• Single query and multiple responses from a varying set
of sources: Here, the responses to the one-time queries
may comprise multiple messages but the responding
source sets may vary with time. For this case, it is de-
sirable to have a solution that is independent of the lo-
cations of sources or the number of sources. In this
case, the optimal solution is neither a network Steiner
tree nor a Stochastic Steiner tree. We define this prob-
lem as a generalized Stochastic Steiner tree problem.

In summary, a desirable practical solution should consider
the tradeoffs between the overhead involved in the construc-
tion process itself on the one hand, and the message com-
plexity of the aggregation structure on the other hand, and
ensure that it is reasonably efficient across all query and re-
sponse paradigms.

3.2. Maintenance

Once the structure is constructed, it may be required that
the structure be modified or reconstructed after a certain pe-
riod of time to accommodate load balancing, node failures
or any other reasons. Ideally, the maintenance overhead of
the structure should be negligible in terms of both message
complexity and delay.

We will now consider two important reasons for recon-
structing the aggregation structure and discuss the preferred
characteristics for accommodating those considerations:

• Load Balancing: This is to ensure that the energy con-
sumed by all the nodes is fairly even over a certain pe-
riod of time. In any aggregation structure, aggregation
nodes take the responsibility of receiving, compacting
and transmitting aggregated messages, and hence on
average consume more energy than non-aggregation
nodes. It is therefore likely that these nodes fail much
earlier than the other nodes, impacting the connectiv-
ity of the network. To address this issue, we would like
to spread the role of aggregation node among all nodes
so that the network does not become disconnected pre-
maturely.

• Node Failures: Once the structure is set up it should
also be resilient to node failures, which are common in
sensor networks [5]. Otherwise, it is likely that some
messages will never reach the sink even though there
may be alternate paths available. Therefore, when node
failure occurs, the structure should have the ability to
adapt and form a different, near-efficient structure.

3.3. Synchronization Requirements

One of the main considerations for any aggrega-
tion scheme is the time each node has to wait before it
aggregates the messages received from all sources down-
stream of it. We refer to these timing requirements neces-
sary for aggregation as synchronization requirements. In
the absence of such synchronization requirements, it is con-
ceivable that messages from some downstream sources
may arrive after aggregation at a particular aggrega-
tion node and hence need to be transmitted separately.
This will increase the message complexity despite the exis-
tence of an efficient aggregation structure.

Ideally, a scheme should enable an aggregation node to
wait until the arrival of messages from all sources down-
stream before aggregation is performed. One way to do this
is by having a fine-grained timer at every node and waiting
for the expiry of the timer based on a waiting function, sim-
ilar to the one described in [9], before performing aggrega-
tion. However, it is difficult to set aggregation timers accu-
rately, especially when the network topology changes. This
timer inaccuracy may in turn causes imperfections in the
aggregation. Also, the computational overhead in maintain-
ing fine-grained timers makes it less desirable. On the other
hand, if a coarse-grained timer is used, the possible aggre-
gation cannot be maximized.

In order to address this problem, an ideal aggrega-
tion structure should facilitate event-driven aggrega-
tion and should rely on timing requirements only spar-
ingly. In this case, the timers can be made coarse as they
will not be used often.

4. The SCT Design Basis

The design of SCT is predicated on two key elements1:

• An aggregation backbone facilitating the generation of
efficient aggregation trees

• A fixed structure independent of source distribution
and density.

These two design elements address the challenge of efficient
construction and maintenance, and incorporate the charac-
teristics and requirements of sensor networks. In this sec-
tion, we establish and justify these two design elements. The
details of SCT approach will be presented in section 5.

1 Without loss of generality, we consider a circular sensor network with
sink located at the center of the field from now on. However, this re-
quirement is only used for easy of analysis and presentation, and is not
required for the proper functioning of SCT



4.1. Motivation for a Ring-and-Sector Division

As mentioned in Section 3, the optimal aggregation
structure from sources with varying source distributions and
densities is a generalized version of stochastic Steiner tree.
In [2, 3], the authors have presented centralized constant-
factor approximations to the stochastic Steiner tree prob-
lem. In this subsection, we use similar arguments to moti-
vate the structure we propose to approximate the general-
ized stochastic Steiner tree.

Consider the network model in which each sensor,i, has
a probability,pi, to become a source for a given query. If an
edge,e, between two sensor node is used by a set of source
nodesD to transmit data to sink, then the cost of this edge,
ce, can be defined as:

ce = Pr[e is active] = 1−
∏

i∈D

(1− pi) (1)

This cost function captures the tradeoffs in the charac-
teristics of data transmission and correlation in sensor net-
works as follows: when several sources use a particular
edge, the communication cost increases; at the same time,
the cost per message decreases when a large number of
sources use the same edge due to the correlation between
different messages. Sincece is a concave function, if the
number of sources using one edge is beyond a certain value,
adding more sources causes only a minimal increase in the
total cost. Therefore, it pays to place a certain number of ag-
gregation nodes in the network with the property that all the
edges between those aggregation nodes are highly utilized
[2].

Given the aggregation backbone structure, the next ques-
tion is what is the optimal number of the aggregation nodes.
An immediate observation is that with increasing number
of sources, the number of backbone aggregation nodes re-
quired increases, since, when the number of sources is
small, probability of aggregating two or more messages
from different sources at an aggregation node is relatively
small. Moreover, having more aggregation nodes translates
to a larger number of nodes, which will increase the mes-
sage complexity because of the additional transmissions re-
quired by the aggregation nodes.

However, as source number increases, the probability
that two or more messages getting aggregated at each ag-
gregation node increases. Therefore, addition of aggrega-
tion nodes helps in aggregating the messages from differ-
ent sources as early as possible. In this case, the additional
cost incurred by introducing extra aggregation nodes can be
offset by the reduction in the number of edges with high-
transmission cost because of early aggregations. Hence,
with increasing source density, it is desirable to have in-
creasing number of aggregation nodes.
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Figure 1. SCT structure

Based on these observations, we propose a ring-sector
division of the network with the following features:

• A subset of nodes is chosen as aggregation nodes and
a spanning tree is built on top of these nodes to form a
“backbone” for aggregation.

• Each node in the backbone is responsible for aggregat-
ing messages from sources within a certain sub-area

As illustrated in Fig. 1, the network is divided into m
concentric rings with the same width (R/m). Each ring is
in in turn divided into sectors of the same size such that
approximatelyn0 nodes are distributed within each sector.
For each sector, an aggregation node is chosen as a mem-
ber of the aggregation backbone, and an aggregation node
in ith ring is connected to it’s upstream aggregation node in
(i− 1)th ring via shortest path. The collection of all aggre-
gation nodes and shortest paths forms the backbone aggre-
gation tree. Each aggregation node is responsible for col-
lecting messages from all sources in the sector it belongs
to.

As we will see in Section 5, this structure can facilitate
the realization of desirable aggregation backbone in a dis-
tributed fashion. But the problem is only partially addressed
because our goal is an optimal aggregation structure for
variable source densities. This implies that the ring-sector
structure proposed should adapt to source densities in order
to approximate optimal solution. However, in the next sub-
section, we will show that a fixed structure satisfying cer-
tain properties is reasonably efficient for a wide range of
source densities, and hence motivate a relatively stable ag-
gregation structure with low maintenance overhead.

4.2. Motivation for a Source-Independent Aggre-
gation Structure

In previous sub-section we point out that for the ring-
sector structure proposed, the optimal number of aggrega-
tion nodes increases with the source density. In this sub-
section, we will show that when the source density is
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Figure 2. Determination of n∗0

beyond a certain value, the optimal structure no longer
changes because of a “saturation” phenomenon.

In general, the optimal sector size reduces with increas-
ing source numbers. However, this reduction is not always
desirable. Consider a certain threshold source numberk0

for which the optimal sector size is small enough such that
aggregation node just falls into transmission range of ev-
ery other node in the sector. We call the size of the sectors at
this point thesaturation size. In this case, every source mes-
sage can reach aggregation node with 1-hop. Reducing sec-
tor beyond the saturation size will not help in increasing the
aggregation efficiency. Furthermore, the introduction of ad-
ditional aggregation nodes increases the message complex-
ity. Thus, when the number of sources,k, is increased be-
yondk0, decreasing the sector size results in increased mes-
sage complexity. Therefore, whenk > k0, it is desirable to
maintain the same aggregation structure.

The effect of saturation on message complexity is also
substantiated by simulation results. Figure 2 (a) shows for
a certainn andk, how the message complexity of aggrega-
tion tree varies with sector sizen0. Figure 2 (b) shows how
the optimaln0 varies withk/n. From this figure we ob-
serve that for a wide range of source densities, the optimal
structure is the same. This suggests that a fixed aggregation
structure is efficient when the number of sources is reason-
ably high.

Based on this observation, we choosem andn0 such that
each sector in the network reaches the saturation size. The
optimal values ofm andn0 (m∗, n∗0) can be estimated at
the sink as explained next. The choice ofm actually deter-
mines the depth of the aggregation tree. To achieve satura-
tion size, level-i aggregation nodes should be within 1-hop
distance to level-i+1 aggregation nodes. Therefore, the op-
timal value ofm - m∗ that minimize the total aggregation
tree cost can be determined by the following formula:

m∗ =
R

r
β (2)

whereR is the radius of the network,r is the transmission
range of the nodes, andβ is a constant determined empiri-

cally as1.32.
Determination ofn0 is based on the requirement that ev-

ery node within this sector is less than 1-hop away from
the aggregation node. The furthermost possible node within
this sector is located at the corner of this sector and we indi-
cate the distance of this node to aggregation point asb. The
distanceb in figure 3 is calculated in the right-angled trian-
gle as follows:

z =
(i− 1)R sin α

m
(3)

y =
iR

m
− (i− 1)R cos α

m
(4)

b =
√

z2 + y2 (5)

=
R

m

√
(4i(i− 1)sin2 α

2
) + 1 (6)

The angleα for theith ring is given by:

α =
m2n0π

2(2i− 1)n
(7)

Whenα → 02, sinα
2 → α

2 , and equation 6 reduces to

b =
R

m

√
1
2
(
m2n0π

2n
)2 + 1 (8)

To make sureb is less than transmission range, we let
b = σr, whereσ is a constant. From equations 8 and 2, and
we can derive the optimaln∗0 for largek as:

n∗0 = 0.428(
r

R
)2

√
σβ2 − 1 (9)

Through empirical studies, we determineσ = 0.836. To
verify the accuracy of the choice of constants, we compare
optimalm andn0 derived from equation 2 and 9 and those
obtained from simulation. Figure 4 shows that the theoreti-
cal values closely match experimental optimums. These re-
sults further substantiate that 1-hop transmission model is
the optimal aggregation model.

2 This is true for most rings that are not close to sink.
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Figure 3. Maximum Distance Travelled

n Comp.m∗ Exp.m∗ Comp.n∗0 Exp.n∗0
2000 8.54 9 13.9 16
4000 11.6 12 14.9 16
6000 14.1 15 15.5 16
8000 16.1 17 16.0 16

Figure 4. Computed and Experimental m∗ and n∗0

5. The SCT Approach

In this section, we present an overview of the SCT ap-
proach and explain the event-driven aggregation in detail.

5.1. SCT Structure

During the setup phase, the sink sends the location of it-
self, (Xs, Ys), the total number of nodes,n, the radius of
the network,R , the number of ringsm, and average num-
ber of nodes within each sectorn0 to all the nodes in the
network.

Each node in the network is assumed to know it’s own
geographical location. When a node receives these param-
eters, it first computes the distance between itself and the
sink. This determines the ring,i, and the sector to which it
belongs. Using the same set of parameters, every node can
also determine the boundaries of the sector in which it is
contained. This is used to compute the ideal location of the
aggregation node in this sector, which is defined as the geo-
metric center of the lower arc bounding that sector. If we are
to adopt a polar coordinates and ifα andβ are the bound-
ing angles of a sector corresponding to theith ring, the lo-
cation of the aggregation node is given by ((i− 1) R

m ,α+β
2 ).

Once the location of the aggregation node is determined,
a source transmits its message to the geometric location of
the aggregation node or sink (if the source is within the first
ring) using a one-hop location based routing protocol. Note
that usually it is not possible that there is a node right at the

ideal location of the aggregation point. However, the aggre-
gation node can be chosen based on the proximity to the
ideal location of the aggregation point when the first source
sends the information to the aggregation point. After that,
each aggregation node can determine the number of down-
stream aggregation nodes that are dependent on it for for-
warding information to the sink. The information at the ag-
gregation node is aggregated once it has received from all
the downstream aggregation nodes. Once the aggregation
process is done in one section, the aggregation node act as
source in the next upstream ring closer to the sink. This pro-
cess is repeated till all the messages reach the sink.

5.2. Event-driven Data Collection

To ensure perfect aggregation of the source data at the
aggregation nodes, it is also necessary that these nodes wait
for an optimum delay value. In Section 3, we identified
some of the drawbacks in using a fine-grained aggregation
timer to trigger the aggregation process. SCT uses a more
desirable alternative where there are only coarse-grained
timers and the aggregation process is mainly event-driven.
When an aggregation node receives information from all
children that are aggregation nodes, it is assured that the
data from all sources within the sector are also received by
an aggregation node. This is because the sources transmit
their data at the beginning of each message collection round
while the aggregation nodes wait for the notification from
all the downstream aggregation nodes. The arrival of mes-
sages from all downstream aggregation nodes is used as the
trigger to merge and propagate the information collected,
upstream towards the sink. Thus, synchronization is done
in an event-driven fashion without the need for explicit de-
lay timers at each aggregation node.

To ensure that the aggregation nodes are elected at ev-
ery sector irrespective of the presence or absence of sources
in that sector, we adopt the following procedure in the last
ring: (i) During the query forwarding phase, some nodes in
the last ring use the approach proposed in [10] to identify
themselves as a corner nodes within each sector. The corner
nodes are located at the periphery of the upper arc bounding
a sector and are farthest from the ideal location of the aggre-
gation node. (ii) These corner nodes take up the responsibil-
ity to identify the physical aggregation node for this sector
by forwarding a dummy packet to the geographical loca-
tion of the aggregation node. Note that this procedure needs
to be done only for sectors in the last ring as these aggre-
gation nodes act as sources when communicating to the up-
stream aggregation node.

The aggregation node identification procedure in the last
ring also helps in determining the time to aggregate and
forward messages to the upstream aggregation node. The
arrival of messages from all the downstream aggregation



nodes, is used to trigger the aggregation process in that
aggregation node. In this way, the aggregation process is
mainlyevent driven. Mechanisms that address the rare cases
of empty sectors are also available in SCT. However, due to
lack of space, we do not present them in this paper.

5.3. Load balancing and Node Failures

We propose two simple load balancing schemes to dis-
tribute the roles of aggregation nodes to different sets of
nodes over a certain period of time:

1. Varying the locations of the rings: In the current SCT
description, the different rings are of widthRm , where
R is the radius of the network andm is number of
rings. To do load balancing, the location of the first
ring can be shifted by a distanceRm − rc, wherer is
the one-hop transmission range andc is a small inte-
ger that is varied from0 . . . R

mr . The offset is the same
for every ring so that the width of the ring is still main-
tained to beR

m for all rings except the first and last.

2. Changing the orientation of the sectors: In a similar
way, we can choose the offset angle for a sector to be
different across multiple queries. The offset angle,θ,
can be incremented according to the relation,θ = c

s(i)

where,s(i) is the number of sectors inith ring andc
is a small integer dependent on the query identifier.

The design of SCT also addresses all possible sensor
node failures. However, we do not present the details here
due to lack of space.

6. Performance Evaluation

In this section we evaluate the performance of the SCT
approach under different network configurations and com-
pare it with centralized and decentralized schemes.

6.1. Simulation Environment

• We use a discrete event simulator for all evaluations.
The simulation topologies are sensor networks with
2000 to 8000 nodes uniformly distributed within a cir-
cular field of radius 400m. The transmission range of
all scenarios are2r0 to ensure connectivity in case of
node failures, wherer0 is the transmission range that
guarantees minimum connectivity.

• We evaluate SCT approach using two metrics: message
complexity (the total number of transmissions required
for all responses to reach the sink) and data gathering
latency (the time elapsed to send all the messages from
the sources to the sink).

• All the simulation results are derived after averaging
results over 10 random seeds and are presented with
95% confidence intervals.

• We compare SCT with an approximation of mini-
mum Steiner tree (MST) generated using Prim’s al-
gorithm. We also compare the SCT with SPT gener-
ated with Dijkstra’s algorithm because it is representa-
tive of correlation-unaware structures. To highlight the
benefit of SCT as a distributed solution, we also com-
pare it with a decentralized version of the shortest path
tree (DSPT).

6.2. Message Complexity

We first compare the performance of the decentralized
SCT with that of the centralized SPT, MST and decentral-
ized DSPT. In this scenario, it’s assumed that data from all
sources are correlated perfectly (ρ = 1). In these simula-
tions, we choose the total number of nodesn as2000, 4000,
6000, and8000; and the number of sourcesk as n

4 and n
2

respectively. To ensure fair comparison, we assume DSPT,
SPT and MST use explicit mechanisms to achieve perfect
aggregation, therefore the message complexity is a measure
of aggregation structure efficiency only. Figure 5 (a) and (b)
shows the cost of the proposed scheme and other schemes
as a function of the number of nodes. It can be seen that
SCT outperforms DSPT scheme under all situations. Inter-
estingly, we observe that the cost of DSPT is up to 200%
of SCT cost as the number of nodes increases, and the cost
of DSPT increases faster than that of the SCT approach as
node number increases. This is expected since more num-
ber of nodes reduces the efficiency of aggregation in DSPT
as the paths chosen by different sources are less likely to
overlap. Therefore, SCT can be considered as a more scal-
able approach as node number increases.

It can be observe from the figure that DSPT’s message
complexity is close to that of SPT while SCT’s message
complexity is close to the cost of MST. Furthermore, al-
though SCT is a decentralized scheme without perfect ag-
gregation, it still outperforms the centralized SPT since
SCT does explicit data aggregation, while SPT just lever-
ages possible aggregation implicitly. We also observe from
the figures that ask/n ratio increases, the difference be-
tween both decentralized schemes and their approximated
centralized schemes decreases, because as k increases, both
schemes can achieve better aggregation and approach the
performance of ideal centralized structure.

We have also studied the message complexity of SCT
when the correlation coefficient0 < ρ < 1. The results in-
dicate that for both DSPT and SCT, message complexity re-
duces asρ increases. However, the message complexity of
SCT reduces faster than that of DSPT because it facilitate
aggregation at an earlier stage of packet forwarding, hence
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(b) k = n/2
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(c) n = 2000
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(d) n = 4000

Figure 5. Performance Comparison Between SCT, SPT, MST and DSPT

can reduce packet transmission cost more effectively. Since
DSPT is the optimal structure whenρ = 0, whenρ is rel-
atively small (ρ < 0.2), DSPT performs better than SCT.
Simulation results are omitted for lack of space.

6.3. Delay Sensitivity

To evaluate a data gathering scheme, latency is another
important metric apart from the message complexity. Since
SCT is an event-driven approach, aggregation nodes can
forward message as soon as they get response from down-
stream aggregation nodes. For DSPT, we implement a ex-
isting scheme [9] that sets aggregation timer for each node
based on their hops distance to the sink. Figure 5 (c),(d)
shows the number of transmissions as a function of maxi-
mum delay (which is proportional to the depth of the ag-
gregation tree) forn = 2000 and n = 4000 cases. It is
shown that DSPT achieves perfect aggregation when max-
imum delay is more than 8.0 second. However, the cost
of DSPT increases as maximum delay approaches 5.0 sec-
ond since smaller maximum delay can increase the possi-
bility of late arrivals of data for aggregation. Once a packet
misses aggregation deadline at one of the intermediate hops,
the probability of it missing deadlines at later hops is also
high, which is the reason that DSPT message complexity in-
creases quickly as maximum delay decreases. On the other
hand, since SCT is an event driven data aggregation struc-
ture, its message complexity remains the same irrespective
of different delays, which explains the flat curves in both
figures.

7. Conclusions

In this paper, we propose a novel solution for aggregating
correlated information from a subset of sensors to the sink.
The proposed scheme is scalable, distributed, requires mini-
mal computation and is highly-manageable compared to ex-
isting solutions. Simulation results show that SCT performs
significantly better than correlation-unaware structures in
terms of message complexity and delay performance.
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