Practical Limits on Achievable Energy
Improvements and Useable Delay Tolerance in
Correlation Aware Data Gathering in Wireless

Sensor Networks

Yujie Zhu, Karthikeyan Sundaresan and Raghupathy Sivakumar
School of Electrical and Computer Engineering
Georgia Institute of Technology
{zhuyuijie, sk, siva@ece.gatech.edu

Abstract— Correlation of data sent by different sensors in On the other hand, a data gathering tree that does not ex-
a wireless sensor network can be exploited during the data plicitly make use of the correlation between sensor data can be
gathering process to improve energy efficiency. In this paper, we qnsigered to be correlation unaware. The most representative

study the energy efficiency of correlation aware data aggregation truct f lati fi hes i
trees under various sensor network conditions and the tradeoffs St'Ucture for correlation unaware aggregation approaches Is a

involved in using them. The following two related questions are Shortest Path Tre€SPT).

specifically investigated in the study: (i) Is there any practical Since the primary goal of the structure is to minimize delay,
limit on the achievable improvement in energy efficiency in SPT is not considered to be a correlation-aware data gathering
adopting a correlation aware aggregation structure as opposed gy ictyre. Even though opportunistic aggregation may possibly

to a correlation unaware structure? (ii) Is there a practical . . .
maximum useable delay bound that can deliver the maximum ©CCUr when different paths overlap with each other, it does not

achievable improvement? In answering the above questions, we Necessarily maximize the degree of aggregation possible in the
present comprehensive simulation results and draw inferences network.

based on the results. We also conclude two rather surprising  The objective of correlation aware data gathering is to
results that the energy improvement in using correlation aware reduce the energy cost of an aggregation tree. The energy

aggregation is not significant under many network scenarjand . ; - L
the maximum useable delay bound is not large compared wittPptimal aggregation structure for a data gathering application

the delay along the maximum length shortest-path in the defaultdepends on the degree of correlation existing between the
shortest path tree. source data. For statistical queries such as min, max, avg,

etc., two pieces of data can be combined and reduced to the
[. INTRODUCTION same size as that of the original pieces. We call this type

Wireless Sensor Networks (WSNs) have gained tremendcstcorrelation asperfect correlation. It is well-known that

importance in recent years because of their potential usewﬂen;cl\aﬂn_rsordata ﬂrehperfectly corrglited,(?tmner len |rrr]1um
various fields. The devices used for sensing and commuH—ee( ) over a t e sources, sink and some of the non-
cation in such networks are usually small, cheap and low"°€ nodes is optimal. On th? other hand, there are other
powered and hence, have limited resources for computat'r%‘f?na”qs wherﬁ the _m_eslsz;ge s.lzesl may not 26 redhucgd to t?e
as well as communication. This has spurred a need for ene e size as the original data; only a part of each piece o

efficient protocols tailored specifically toward sensor networ ormation is redundant. hf the correla_1t|0ns bet_ween sensor
environments. data are not perfect, there is no established optimal structure.

One of the key tasks performed by any WSN is the colle lence, several attempts ([1], [2]) have been made to propose
uristics to approximate the optimal solution.

tion of sensor data from the sensors in the field to the si In thi tudv th hievable benefits i .
for processing. This task is also referred todasa gathering n this paper, we study the achievable benefils in using
correlation aware structures in practical sensor applications.

In this paper, we consider the problem of data gatherin o . . o . .
pap P 9 g Bemﬁcally, we investigate sensor applications with different

environments where the data from the different sensors ¢ delay tol d | th benefit
correlated. Such correlation of the data being collected can rees ot delay tolerance, and explore In€ energy beneits

leveraged by appropriately fusing the data inside the netwot?kought about by correlation aware structures in data gath-

to the best extent possible, thereby reducing the number N9; as well as the trade-offs for obtaining these energy

transmissions and hence energy consumption, for the gatherf?ﬁ@ef'ts' Note the}t th? delay tolerance of.the application .W'.”
process. etermine the optimality of the data gathering structure. This is

because, to maximize aggregation, some sensor data may have
This work was funded in part by the National Science Foundation und® travel .addItIOhal hops to combine with other S_ensor data,
grants ECS-0225497, ECS-0428329, ANI-0117840, and CCR-0313005. thereby increasing the delay of the data gathering process.



Hence, to satisfy the delay constraints of the application, someThe rest of the paper is organized as follows: In section
intermediate structure between SPT and SMT may be usedltowe describe the evaluation methodology and parameters.
strike a balance between the energy efficiency and the deldye optimization algorithm used for cost evaluation is also
requirement. briefly introduced. In section Ill, we present comprehensive
Also, the benefits of a correlation aware data gatherisgmulation results for varying parameters as well as explana-
structure come at the expense of a construction process fiiegns for the inferences drawn from the results. In section 1V,
typically incurs more overhead than that for a simpler structuvee substantiate an important observation made from the sim-
such as the SPT, both because of the coordination requitdation study, and derive analytical expressions to corroborate
for the construction and the fact that unlike the SPT, tlibe observation. Finally, we present related work in section
correlation aware structure needs to change for each new éktfollowed by a discussion on some practical issues in V,
of source nodes. Hence, for a correlation aware aggregatird conclude the paper in section VII.
tree to be energy efficient, the overhead involved in the tree
construction should also be taken into account and the energy
savings of the resulting tree should be the net savings afteMe use a custom-built simulator written in C++ for all
accommodating the cost incurred for the construction. our simulations. The simulator takes as input the shape of
In this work, we investigate the energy efficiency of thée network, node density, source density, source distribution
correlation aware aggregation process through comprehend correlation degree, and the outputs are the respective
sive quantitative analysis. We specifically explore how theorrelation unaware aggregation trees and correlation aware
improvement in energy efficiency is impacted by networkggregation trees with different delay bounds, along with their
conditions, defined by several parameters including the nospective costs.
density, source density, the physical distribution of source
the correlation degree, and the delay bound. We pres
observations from the simulation results, and draw inferencesMost of the energy consumption in a data gathering process
on the trade-offs involved in achieving energy efficiency. is due to communication. Hence, the amount of communi-
In studying the improvements in energy efficiency witi¢ation (number of transmissions) required is directly related

respect to specific network parameters, we also answer t{gothe cost of the aggregation tree. Thus, we consider the
fundamental questions: aggregation tree cost - the number of edges on a given

1) Is there a practical limit on the achievable improvemen%ggregatlon tree - as the measure of energy efficiency of the
corresponding data gathering process.

in energy efficiency by adopting a correlation aware ag- The metric w o m re the ener ficiency im
gregation structure as opposed to a correlation unaware N et c % udseb 0 eaISl::_e € ene tgy etiic emg[
structure? The answer to this question will establisf?’OVeMent provided Dy correlation aware irees 15

practical bounds on the energy efficiency improvemeﬁ?t'o' which is defined as the ratio of the cost of the cor-

that can be achieved, and in turn provide a motivatiorﬁlat'on unaware tree to that of the correlation aware tree

or lack there-of for performing correlation aware aggre?ver the same set of sources and sink. The shortest path

gation in the first place ree is constructed with the purpose of minimizing end to

2) Is there a maximum usable delay bound that can deIiv§POI delay for each source. However, multiple _paths frpm
the maximum achievable energy cost improvem@ht® ifferent sources to sink can overlap at some intermediate

answer to this question will establish a practical bounr&lay nodes, where op.po.rtumst|c aggreganon IS pos§|ble. we
ssume such opportunistic aggregation to take place in all our

on how delay tolerant a WSN application needs to & . > 2 .
y bp evaluations. Several synchronization schemes exist to enable

in order to get the maximum energy efficiency benefit. - . .
- g such opportunistic aggregation [3]. For a correlation aware
Our contributions can thus be summarized as follows: e the degree of aggregation is higher. Thus, the energy
o We characterize through quantitative analysis how tlmonsumption of correlation aware tree tends to be lower.
energy improvement of a correlation aware aggregatidine cost ratio defined in the above fashion measures the
structure is impacted by different network parameters. Welative efficiency of the aggregation aware tree to that of an
show that the energy improvement tends to be boundadgregation unaware tree.
by a small constant under many network scenarios. Fur-In most sensor applications, delay bound is typically de-
thermore, the improvement corresponds to when the dilted to be the maximum delay instead of the average delay
ditional cost of establishing a correlation aware structurequired to collect all sensor data. In the aggregation process,
is not taken into account, in the presence of which theessages from sources closer to sink need to be held at
improvement will be further reduced. some intermediate nodes until other messages from sources
« We also characterize what the maximum usable del&rther away arrive at this node in order to achieve maximum
bound is for achieving the maximum energy efficierdggregation possible. For this reason, the delay incurred in the
structure. We show that the maximum usable delay bouedtire data gathering process is proportional to the maximum
is a small constant times the delay along the maximudelay required to gather data from the source that is farthest
length shortest-path in the default shortest path tree. from the sink.

Il. MODEL
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In a data gathering process, the delay at each hop of thygper bound on the energy improvement possible for all other
aggregation tree should include transmission delay, contentmrelation models as well.
delay and aggregation delay. For easy of analysis, we asThe well-known Dijkstra’s algorithm is used to compute
sume a contention-free environment where centralized MAsbortest path tree in the simulations. For SMT, since its
layer scheduling is used to coordinate transmissions withincamputation is a NP-hard problem, we resort to heuristics
contention region. Therefore, the most important factor thad generate near-optimal aggregation structures. To evaluate
contributes to the data gathering latency is the transmissithre impact of delay sensitivity of the application on the cost
delay and aggregation delay. Aggregation delay comprises wbta near-optimal tree, we need an algorithm that generates
only of the processing time for aggregation at each nodegar-optimal trees for various delay constraints. Specifically,
but also the time that an aggregation node takes to wditthe delay bound for a certain data gathering taskDis
for data from all downstream nodes in the tree to reach the delay incurred on the longest path of the near-optimal
Thus, the total delay for a certain data gathering path can &#ggregation tree should be less than or equaDtoFrom
assumed to be proportional to the number of hops on the pdtereon,we refer to the delay-bounded near-optimal tree as
Consequently, we specify delay constraints as the maximiB-SMT (delay-bounded steiner minimum tree) and the near-

allowable path length in terms of hop count. optimal tree without delay bound as simply the SMT.
A set of algorithms developed in the context of multicast
B. Evaluation Environment and Parameters applications can be used for this purpose. Most multicast

To study the energy efficiency and tradeoffs of correlatidiputing algorithms are designed to support large number of
aware aggregation trees, we consider a typical sensor netwdlfRultaneous multicast sessions efficiently. A multicast tree
scenario where a total of sensors are randomly distributeghat minimizes the total bandwidth utilization of the network
in a disk of radiusk. All the sensors communicate using thdinks is be established from the source to destinations in these

same transmission range, which is slightly higher than th@gorithms. Hence, these algorithms can be used for sensor
required for minimum connectivity [4]. Of the sensorsj network aggregation, with the only difference being that the

are randomly chosen as sources to report data to the sifigie flows in sensor networks are in the reverse direction.
which is located at the center of the disk. In this case, dat@Me of these algorithms are specifically tailored to multi-

aggregation trees span all sources and are rooted at the shaet applications that are delay sensitive such as multimedia
This configuration is representative of many sensor netwopk€aming. Such algorithms, called Constrained Steiner Tree

applications and results derived from it are easily extensigiguristics (CST), generate minimum cost multicast trees within
to other scenarios such as multiple sink applications. certain delay constraints and can hence be used exactly for our

The following network parameters are used for a comprgy\r/sosi' ST alaorith lled BSMA (bounded short
hensive evaluation: e choose a CST algorithm calle (bounded short-
_ L .. est multicast algorithm) to generate the DB-MST. This algo-

1) Delay bound:deadline imposed by a sensor applicatiofyh i has heen proven to be able to construct multicast trees
to one round of data gathering. o _ with additional costs less than 7% that of the optimal Steiner

2) Node densitytotal number of nodes distributed in anjinimum Tree, and has been shown to achieve lower costs

unit area in t_he Sensor network. than other related strategies [5].
3) Source densityratio of the number of sensors that send

data packets to the sink to the total number of sensbr Methodology

nodes in the network. _ o To study the energy efficiency and tradeoffs in WSN data
4) Source dls'grlbutlon:geographlcal distribution of SOUrCeggregation process, we start from a shortest path tree span-
nodes - uniform or non-uniform. _ ~ning the sink and all the source nodes in the network, and
5) Correlation degreemeasure of how much information ) the BSMA algorithm to reduce the cost of the tree. Using
two raw data packets share with each other. this algorithm, different tree structures can be obtained for
. different delay constraints. Note that, the delay bound has to be
C. Algorithms higher than the longest shortest path from sources to the sink;
We choose Steiner Minimum Tree (SMT) as the correlatiastherwise no valid tree can be found. The maximum hop count
aware structure, since it is the optimal aggregation structure j@]the initial shortest path tree is taken as the lowest possible
when sensor data are perfectly correlated. On the other hagelay bound and the DB-SMT tree is initially generated with
SPT is selected as the correlation unaware structure sinc¢his delay bound. The delay bound is then relaxed to obtain
minimizes the delay required for data aggregation. Notice tHaB-SMT trees with further reduced costs.
SPT is also the most efficient aggregation tree structure wherfor each network configuration, we vary the network param-
there is no correlation between sensor data. Thus, it is expeotters specified in the previous subsection, generate SPT and
that for partially correlated sensor data gatherings, the optini2B-SMT trees for each configuration, and take the cost ratio
aggregation tree structure is an intermediate structure betwéetween SPT and DB-SMT trees. Each network configuration
SMTs and SPTs. Consequently, the energy improvementisfrun for several random seeds, and the average of the cost
SMT over SPT that we study in this paper serves as aatio across the seeds serves as a data point in the graphs
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presented subsequently. Each graph contains several cuthese is greater potential for energy improvement using a DB-
displaying the relationship between cost ratio and one of t&MT. Consequently, the cost ratio improves as node density
varying network parameters, with each curve correspondiimgreases. To further illustrate this observation, we plot the
to a specific delay constraint. The varying trends, thresholgisucture of SPT and DB-SMT trees constructed wheis
and bounds for each graph are identified and discussed in 406 and 1200 in Figure 2. In both configurations, the number
following section. of source nodes id4/10 that of total sensor nodes. For the
case ofn = 1200, it can be seen that many parallel shortest
. paths exist in the SPT structure. However, after optimization
In this section we present simulation results to show ther aggregation, most of these separated paths are combined,
energy-delay tradeoffs of aggregation trees under variotereby enabling great cost savings in DB-SMT. However, for
network conditions. then = 400 case, SPT is already an efficient structure in terms
of path sharing. Thus, the improvement after optimization is
not significant.
To study the impact of node density on the energy efficiency

of aggregation trees, the number of sensor nodes distribute(We a_\lso observe that for dlffgrent source densities, the
in the field (1) is increased from200 to 2000. Figure 1 shows Increasing trend of cost ratio remains to be the same. however,

the cost ratio of SPT vs. DB-SMT when the source densitig%e absolute value of cost ratio reduces as source density
are1/20, 1/10 and1/5 increases. Further, for the same source density, when the delay

It can be observed from the results that the cost rat On-IS_tirr?(I;r:t ;‘Z mCLeuﬁﬁd’i;hf costirr]art;l% btet\rgv;e? SPtT rg?dw%Bh
between SPT and DB-SMT increases with node density. TH]S eases, € Increase 0 tends to saturate whe

implies that correlation aware data gathering is more efficiet e delay bound is more thain times the longest sh_ortest .
th length. The specific reasons for these observations will

when the density of sensor nodes is large. This can ted when the i t of densit d del
intuitively explained as follows: with high node density, th € p{es.etn ed when i etlrcr;pacb 0 soutrlce ensity and defay
probability of shortest paths over-lapping with each other ponstraints are investigated subsequently.

low; hence, SPT has very low aggregation efficiency and From the three results, we can observe that the cost ratio

PERFORMANCEANALYSIS

A. Varying Node Density
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tends to saturate when node density is high (correspondinditoited. This explains the low cost ratio at source density
n = 1200). In other words, the rate of increase of cost ratiof 1/20 for n = 600 andn = 1200 cases. On the other
tends to slow down with increasing node density. This impliggand, when source density is higher thiafy, a considerable
that, in contrast to common belief, energy improvement of DBraction of nodes on SPT are sources, implying that SPT
SMT over SPT does not scale significantly with node densitig. already an efficient structure. Consequently, the possible
In fact, we theoretically analyze and provide a tight bound aost reduction from optimization in DB-SMT is once again
the rate at which the cost ratio improves with node density less. An important factor that determines the degree of cost
Section IV. improvement is the inefficiency of the SPT structure. Thus, at
The results also indicate that at low node density, correlatioery low and very high source densities, the higher efficiency
aware data gathering does not bring significant cost improv@&-SPT structures reduces the cost ratio improvement, resulting
ment. If we require a correlation aware aggregation tree ito a peak value at an intermediate value of source density.
provide a factor of at least 1.5 times in cost improvement The inference with respect to node density is the same
(50% improvement), then from the results it is clear that thiss before, where as the node density increases, the path
is possible only when the node density is sufficiently higtiversity in SPT also increases. Thus, the shortest paths in SPT
with n > 600. This in turn implies that correlation awarediverge from each other even at low source densities, leaving
aggregation does not provide desired energy efficiency for lmensiderable margins for cost improvement in DB-SMT. This

node densities. results in the monotonically reducing cost rationat 2000.
Thus, from the study of cost ratio variation with node Simulations with source densities larger thigfd were also
density, we have the following insights: conducted, and cost ratios were observed to be lessitan

Cost ratio of SPT over DB-SMT increases with node dehsit This can also be extrapolated from the trend of the curves in

in sensor networks, but tends to saturate with increas.in(;‘:Igure 3. From the study of cost ratio variation with source

. . . density, we obtain the following insights:
node density. For correlation aware aggregation trees to
achieve a desirable energy improvement, the node densityCost ratio of SPT over DB-SMT decreases with increasing
of the sensor network should be relatively high. source density when node density is high. However, (with

B. Varying Source Density low node density, medium source density ensures the best
' ossible cost improvement.

To investigate how the density of source sensor nodes affects
the efficiency of aggregation tree, we compare the cost of SET Varying Source Distribution
and DB-SMT across a range of source densities and nodén the previous discussions, we had assumed that sources
densities. Figure 3 shows how cost ratio varies with soureee uniformly distributed in the network. However, this may
densities whem = 600, n = 1200 andn = 2000. Each curve not always be the case in sensor network applications. There
consists of four data points with respect to source densitiesase situations where only certain specific locations (where
1/20, 1/10, 1/5 and1/4. scattered events occur) in the network need to be monitored,
It can be observed that when node density is low, the castwhich case the sink gathers data from sensor nodes around
ratio increases with source density, reaches a maximum, ahdse events. Under these circumstances, source nodes can
then starts to decrease again. However, for high node dengity, longer be considered to be uniformly distributed. In this
the cost ratio decreases monotonically with source densiybsection, we study how the distribution of sources affects
When there are fewer sensor nodes in the network, due to the effectiveness of correlation aware aggregation.
relatively small SPT cost at low source densities, the possibleln this set of simulations; increases fron200 to 2000, and
cost reduction achievable from optimization in DB-SMT igach configuration has a total o= n/5 sources distributed in
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Fig. 5. Performance Improvement over SPT for Different Correlation Degrees

the network. The number of eventglocations) in the network | Cost ratio of SPT over DB-SMT increases as the distribu-
for each scenario increases frami0, 20, 40 to s. Sources are |tion of source nodes tends towards uniform distribution
equally distributed in the different event locations. When the _ _
number of events is and 10, the sources are highly cluttered®- Varying Correlation Degree
around the event locations, and as event number increasedt is possible that the data gathered in certain sensor network
the source distribution becomes closer to uniform distributioapplications are not perfectly correlated, in which case the
This model is similar to the event-radius model used in [6].correlation degree will be less than one. The total message
size after aggregation would no longer be the same size as the
From the results presented in Figure 4, it can be seeriginal message, but instead would be larger. Several works
that the cost ratio increases with the number of events. THg, [2] have studied this problem before. However, none of
overall trend of the cost ratio improvement can be explainddem have identified the effectiveness of SPT versus SMT with
as follows. The sources tend to be densely distributed arouredpect to varying correlation degree.
event locations when there are few events in the network.Characterizing the correlation existing between data col-
Hence, the shortest paths from the same event location to kpeted in sensor networks is a fairly complicated task, since the
sink can combine with each other at an early stage, theretgture of correlation differs with the type applications consid-
making SPTs inherently efficient in terms of path sharing. Thesed. Even for a simple correlation model, the mathematical
can be observed from Figure 4, where the cost ratio is lespresentation becomes difficult when multiple distributed
than 1.3 when the number of events is 5 and. However, sources are involved. [2] presents a correlation model that
the path diversity of SPTs tends to increase as the numbersgs joint entropy to define correlation between two sources. A
event locations increases with the source distribution tendingnstructive technique is also proposed to characterize corre-
towards uniform distribution. Consequently, the cost reductidation when multiple sources are involved, but the calculation
for correlation aware data aggregation becomes greater. becomes intractable when there are large number of sources,
uniformly distributed in a 2-dimensional field. For simplicity,
From the study of cost ratio variation with source distribuwe adopt the same correlation model used in [1], where
tion, we gain the following insight: each data packet is assumed to bring a fixed amount of new
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information into the aggregated data packet. Specifically, ifHowever, results indicate that increasing the delay constraint
is defined to be the correlation degree, and the sizes of ramd hence extending the path for more aggregation does not
data packets generated by sensor nodes tamp¢hen after bring in improvements in energy efficiency for most of the
aggregation of two data packets, the message size becopesially-correlated £ < 1) cases. The reasoning for this

m + (1 — p)m. Similarly, for n sources, the aggregated databservation is as follows.

packet has a size of: + (n — 1)(1 — p)m.

In this set of simulations we choose the number of nodes
to be 600, 1200 and 2000; source density to146; and
delay constraints of., 1.2L, 1.5L, 1.7L and 2.0L. Figure
5 illustrates how cost ratio varies with the correlation degr

and delay constraints.

It can be seen that the cost ratio increases with correlati
degree. This trend remains the same for all node densiti
However, for higher node densities, the cost improvement

DB-SMT over SPT is lower. We explain the overall increas-
. S : : one hand, the smaller the average path length, the lesser the
ing trend of cost ratio with increasing correlation degree as - ;
] . number of hops (transmissions) towards the sink and hence
follows: whenp — 0 (raw data packets are un-correlated with
lower energy cost. On the other hand, a shorter average path

each other), SPT is the optimal structure since aggregation

cost. Thus, the best approach is to deliver each message algn
the shortest possible route to the sink. On the other hand,
when p — 1, SMT is the optimal structure with respect tod
energy efficiency, as established earlier. Therefore, we explescInherently low. Hence, a shorter average hop length would
the optimal structure to be close to SPT for small correlatichn ' '

degrees, wherein progress towards the sink is more importa

degree.

In each of the results, it can be seen that for most of t
correlation degrees, DB-SMT with a lower delay bound resul}
in a higher cost ratio than DB-SMT with a higher delay bounqh
However, this trend is completely reversed whes: 1. Also
notice that when delay bound is higher thahl, the cost ratio
between SPT and SMT is less than one for some of the lo
correlation degrees. This in turn implies that SPT is a mo
efficient structure for aggregation than DB-SMT under tho
circumstances. These trends are counter-intuitive, because It Is

iciency.

expected that higher delay bounds assist in path sharing and
hence energy cost reduction in DB-SMT by traversing as manyFrom the study of cost ratio variation with correlation
nodes as possible at an early stage of the aggregation pd#gree, we obtain the following insights:

When the simulation results were further analyzed, it turned
out that as the maximum path length (delay constraint) in-
creases, the average path length for a DB-SMT also increases.
%eor example, when delay bound wh$ hops, the correspond-

inrcl; average path length was8 hops. However, when the
.8elay bound wag0 hops, the average path length increased
?o?'lo.z hops. The average path length of an aggregation
ree has two conflicting impacts on its energy efficiency. On

: _ length also implies | r room for r ion, leadin
does not help reducing the transmission and hence the enng th also imp €s lesser room 1o ggg.egato , leading to
a“fower energy efficiency. The relative impact of the two
ponents and the net resulting impact on energy efficiency
iS'in turn dependent on the correlation degree of the sensor

a{a. For lower correlation degrees, the room for aggregation

elp reduce the energy cost. Due to this reason, DB-SMTs
: . with lower delay constraints that facilitate explicit aggregation
than en-route aggregat_lon. Due to _th|s_ reason, the cost .ra\‘/'fllﬁile at the san{e time maintaining smaller a\?eragegg?atr?length
of SPT over DB-SMT increases with increasing correlation ; )
perform the best. However, at high correlation degrees, the
larger room for aggregation and hence cost reduction over-
Bmes the additional cost due to increased average hop length,
gsulting in DB-SMTs with larger delay constraints performing
e best. These observations and results clearly indicate that
SMT serves to be the optimal aggregation structure only when
data from different sources are highly correlated. For scenarios
fere correlation between the sensor data is low, SPT or DB-

8MT with lower delay bound is a better structure for energy



Energy efficiency of DB-SMT increases with correlation From the study of cost ratio variation with respect delay
degree. DB-SMT with the lowest delay bound proves to b&ounds, we have the following insight:

the most energy efficient for low to moderate correlation . .
degrees. Higher delay bounds helps improve aggregation The cost ratio of SPT over DB-SMT increases as delay
efficiency only when the correlation degree is relatively | Pound increases for high correlation degrees and tends to

high. The high correlation degress also ensure the opti-| Saturate. Further, delay bounds beyond twice the maximum
mality of the SMT structure. shortest path length do not help reduce the DB-SMT

cost further in this case. However, the cost ratio tends
to decrease as delay bound increases when correlation
degrees are low.

One of the objectives of this work is also to understand the
limit of data gathering delay bounds on the energy efficiency bf Summary
correlation aware aggregation trees. In all the results discusseth this subsection, we summarize all the observations and
thus far, we present curves corresponding to delay boutyis (insights derived from simulation studies.

from L to 1.2L, 1.5L, 1.7L, and2.0L. To study the variation | \ye have shown that the cost ratio of SPT over DB-SMT

of cost ratio with respect to delay bounds in depth, results jncreases with node density in the sensor network, but

from some of the simulationg (= 1) are re-plotted in Figure tends to saturate with increasing node density.

6. « Further, when node density is high, the cost ratio of SPT
It can be clearly seen that the cost ratio increases with oyver DB-SMT decreases with increasing source density.

increasing delay bounds, which indicates that less restrictive However, at low node density, a moderate source density
delay tolerance helps improve the aggregation and hence the delivers the best cost improvement.

E. Varying Delay Bounds

cost efficiency. _ _ . With respect to the impact of source distribution on
Higher delay bounds imply that the aggregation path can be aggregation efficiency, we observe that cost ratio of SPT
longer in order to maximize en-route aggregation. Bbth= over DB-SMT increases as the distribution of source

1.2L and D = 1.5L result in significant cost improvement nodes tends closer to uniform distribution.

over D = L scenario. However, the growth of cost ratio o For different correlation models, we find that the energy
slows down and tends to saturate affer= 1.7L. This is a efficiency of DB-SMT increases with correlation degree,
very interesting observation. Generally speaking, the intuition and DB-SMT with the lowest delay bound is the most
is that the longer a path is, the more data packets can be energy efficient for low to moderate correlation degrees.
aggregated en-route. Thus, higher delay bounds allow the Higher delay bounds help improve aggregation efficiency
creation of aggregation trees with lower cost. But simulation  only when correlation degree is sufficiently high. The
results show otherwise: aggregation path longer than twice the high correlation degree also ensures the optimality of
longest shortest path do not help significantly in reducing the SMT.

cost. « Most importantly, the energy delay tradeoff of correlation
To understand this phenomenon better, let’s revisit the struc- aware and unaware tree can be summarized as follows:
tures of SMT and SPT fon = 1200 in figure 2 respectively. The cost ratio of SPT over DB-SMT increases as de-

It can be seen from the two structures that the "backbone” lay bound increases for high correlation degrees. Delay
structure of SMT is similar to that of SPT, where several bounds beyond twice the maximum shortest path length
shortest paths tend to divide the network graph uniformly. do not help reduce DB-SMT cost further. Furthermore,
The difference is that there are lesser number of shortest the cost ratio tends to decrease as delay bound increases
paths in the backbone of SMT. Sources not on the "backbone” for low correlation degrees.

are connected by "branches” to the backbone structure. Thusgjnally, we highlight two major observations we inferred
while this structure is more efficient than SPT in terms gfom simulation study:

cost with the paths being combined as much as possible, the
longest path length is not significantly higher than that in thel. The cost ratios of SPT over DB-SMT scales very slowly
SPT structure. Further, the maximum delay tolerance that |i§lends to saturate) with respect to node density.
helpful in reducing the aggregation tree cost is given by thg2. Increasing delay bound beyond a (small) constant order
length of the longest path on the SMT structure. Hence, give®f the longest shortest path length does not help reduce
the practical structural characteristics of SMT, the longest pat®ggregation tree cost further.
in SMT tends to be only a small constant order that of the
longest path in the SPT structure.

However, notice that all the above discussions are pertainingn this section, we theoretically substantiate the slow rate
to p = 1 correlation model. If the correlation degree of sensaf growth of the cost ratio of SPT over SMT with respect to
data is low, then a lower delay bound would yield a betterode density. Specifically, we show that the expected (energy)
performance. Hence, the cost ratio trend would reverse in tltaist improvement obtained by a SMT over SPT scales very
case for low correlation degrees. slowly (as+/logn) with node density.

IV. ANALYTICAL REASONING



Before going into the details of the proofs, we present the

-

details of the SPT and SMT structures considered in estimating : i*2
the costs. E[Cy] = Z:E[nj] = —n 2)
A. Expected SPT Cost To obtain E[C5], we condition the product of the number

. , of sources present in a ring(i* < j < m) along with their
We consider a network graph where nodes are uniformdy,ortest distance to a leaf BPT,. This results in
distributed in a unit area disk and the root of the SPT tree is

at the center of the disk. For the convenience of analysis, we m s e

divide the network into layers of concentric rings, each ring E[C)] = Z s;d; = m° i 2<m NE)
consisting of all the nodes that are at the same distance (in i1 m? 3

terms of hops) away from the sink, i.e. nodes in between the 9 s

it and (i — 1)** rings are assumed to biehops away from = g32(m= i) (m? —i*?) 4

the sink. The distribution of nodes and sources are assumed s o

to be uniform in the network. The uniform distribution of Where, ™ =—s is the total number of sources P17,
nodes assumed in the network corresponds to a poisson pdifl 3 * (m — *) is the expected length of shortest paths on
process with a certain rate. A property of such a poisson SP71.

point process is that the expected number of nodes in a certaid hus, the expected cost of the relaxed SPT structure from
subregion with areal is equal toA  \. Hence, the expectedthe costs of the two components’(and C5) is now given
number of nodes that atehops away from sink increases withdY,

-2

2. i*2 2 s

In a SPT structure, each source is connected to the sink  ElCspu] = —gn+ 55 (m — i*)(m?* —i*?)  (5)
located at the center of the unit disk. For sources further ; . .
away from the sink, the shortest paths can be considered to b;zr.he radius of ”f"‘r.‘sm'ss"’” an.d hef‘ce the hop length is the
independent of each other with a high probability. However, gynimum connectivity range defined in [4],
a certain distance away from the sink, all shortest paths tend
to converge, and the nodes within this distance belong to at r=R
least one of the shortest paths with a high probability. Hence, ] ] )
we assume that there exists a threshold distance and hencinere R is the radius of the entire network. .
ring i* exists, such that for all < i*, all nodes onith ring !_et n;~ represents the total number of nodesiott ring
are part of the SPT structure. However, for rings beyond rif/ith ¢ hops), ands; denotes the number of sources #h
i*, only some of the nodes on each ring will be part of theng- Since the shortest paths 6tP7) are independent, each
SPT structure. node oni*** ring is connected to at least one shortest path on

Based on the SPT structure defined above, we define”4 11 Therefore, we have:
relaxed SPT structur&PT,, such that the cost of PT, is
higher than that ofSPT. This relaxed SPT structure also i

log 10n

(6)

n

consists of two components. The first componeh®{p) is a Nis < Z 5 @)
SPT spanning all the nodes withih hops from the sink. And J:’;l o
the second componen$ P1) is a set of independent shortest = (20" — 1)% < —2% s ®)
paths such that each path connects exactly one source to a leaf ) 77; m
on SPT,. In other words, paths 0§ PT; never overlap with = 5i"° 4+ 2n;+ —n—m°s < 0 9
each other. Thus, the cost SfPT7,. is always higher than the Solving the above inequality, we get wheireis given by
cost of SPT.
Now, letm be the hop number of longest shortest path in oo —2n £ \/4n? + 4s(n + m2s) (10)
the networky ands be the total number of nodes and sources N 2s
in the network respectively. . —2nZE2ms (11)
The expected cost &5 PT,. (Cspe) is given by o %s
~ m— — (12)
S
E[Cspir] = E[C41] + E[C: 1 . . .
[Coptr] (1] 2] @ When the fraction of sources is large such that> %
Since all nodes inSPT, component are part of the SPT And m can be approximated as
structure, the net cost @ is contributed by the number of
nodes in theS PT, component, which in turn is given by the m = Eﬁ (13)
number of nodes with th&*" ring. According to the property or

of poisson point process for uniform node distribution, we n
= 1.32 (14)
have, and we have log 10n



where R is the radius of the network; is the minimum C. Cost Ratio

transmission range for connectivity defined in [4] afids  proposition 1: The expected cost improvement of SMT over

a constant. This constant is introduced to account for a p&bT in sensor network graph increaseseit,/Iog n), where
connecting a furthermost node to sink not being a straight ling.is the total number of node in the sensor network, arisl
Plugging in the transmission range defined with 6, we get, o(n).

Proof: Combining equations 5 and 23, and observing the

m = 1.32 o T;On (15) fact that theSPT, structure considered for the analysis is a
& relaxed variant of the actual SPT structure, we obtain the ratio
B. Expected SMT Cost of the expected costs of the SPT and SMT structures as,
Determining the cost of SMT in a network graph directly is
rather difficult. However, for the sensor network environment . E[Csptr]
considered, we can translate the cost of SMT in Euclidean Cost Ratio < E[Csmi] (&9
space (ESMT) (whose cost is known directly) into the cost of %n + 25 (m — *)(m? — i*2)
SMT in network graphs (NSMT). = m 3m (25)
Lemma 1: The expected cost ESMTOIER/5). cmy/s

Proof: From [7], the cost of a minimum spanning tree in wherem andi* are computed using equation (15) and (10).
Euclidean space (EMST) has the following upper bound: Plugging inm andi*, we get:

E[Crumst] < 0.707V/sR + o(v/s) (16)
. E[Csprr] = vnl 2
and has the following lower bound: [Clopur] O(vnlogn) +6(n) (26)
Lo = O(n) (27)
E[Cemst] > 53 7 A7) and .
Combining the two bounds, we have: E[Comi] = @(«/T)gn) (28)
E[Cpymst] = O(RVS) (18) Combining the above two equations, we get:
On the other hand, it is shown in [8] that the cos_t ratio of Cost Ratio — @(\/@) (29)
EMST over ESMT for the same set of source nodes is bounded
by a small constant: From the above analysis, we arrive at the conclusion that the
cost ratio of SPT over SMT increases only with(/logn)
ElCpmst] 2 (19) for large n. This increase rate is responsible for making the
E[Cegsur] V3 cost ratio improvement saturate at high node densities in the
Therefore, we have simulations. Hence, we can expect that wheis sufficiently
large, the energy improvement of SPT over SMT tends to
E[Cpsut] = O(RVs) (20)  saturate. Although theoretically speaking, the cost ratio still
Lemma 2: The expected cost of NSMTign./s) for the increases as a function of, practically the improvement in
sensor network considered on network graphs. energy efficiency provided by such a slow increasing rate
Proof: is negligible beyond a certain node density. Consequently,

Note that, the distance between two sources on ESMAr large scale sensor networks, the energy improvement of
can be translated into hop count directly via the following§orrelation aware aggregation trees is not as significant as
relationship: normally expected. We discuss the practical implications of

this observation in the next section.

H = f% (21) V. PRACTICAL |MPLICATIONS
whereH is the hop count of path between two nodes, &ndA- Practical Implications of Limited Energy Improvement
is the Euclidean distance. Because such a translation maintain&s inferred in Section Ill, the energy improvement of
the order of the cost, and is the equivalent o in network correlation aware tree structures over correlation unaware tree
space, we have structures is bounded by a small factor of two for all the
scenarios we simulated. We also shown through analysis that
E[Cnsmt) = O(my/s) (22) cost ratio increases ad(y/logn). This indicates that even

or a large scale sensor network with node densities greater
an those simulated in this work, the perceivable energy
improvement will still be limited due to the slow rate of energy
improvement.
E = 2 : o : .
(Came] = cv/sm, (23) This observation implies that correlation aware aggregation
wherec is a constant. data gathering may not always be a good choice for sensor

Accordingly the expected cost of a SMT in network grap
can be approximated as:



data gathering. As discussed in section I, explicit communicproposed as an approximation of optimal tree according to
tion is required for setting up correlation aware aggregatidhis observation. For an aggregation tree, SPT is built for nodes
trees. Furthermore, for highly dynamic sensor applicatiomsthin a radiusg(p) from the root, and for the rest of the nodes,
where sources change rapidly with time, the overhead B®EP paths are used to connect sources in a certain subregion to
tree construction may offset the energy benefits resultitige existing shortest path tree. The advantage of this algorithm
from correlation aware aggregation. It is also possible thit that correlation degree is taken into account during tree
the source nodes that are going to report data packetsctmstruction process. But this structure is not adaptive to
sink are not known a priori, in which case correlation awamreumber of nodes in the network. As illustrated in figure 2,
aggregation trees cannot be computed before the data gathewhgn the number of nodes is high, SPT is rather inefficient
process. even at area close to sink due to path diversity. Therefore, we
On the contrary, correlation unaware trees such as shortgstculate that performance of this approximation algorithm
path trees can usually be established in a distributed fashiggrades as node number increases.
or pro-actively before the data gathering process. Furthermore[9] studied the energy efficiency of aggregation tree to some
different shortest path trees for various sets of sources aatient. But the main focus of this paper is to propose an
be derived from the same shortest path tree over the sipproximation of SMT called Greedy Incremental Tree(GIT)
and all sensor nodes by trimming branches that are entiralyd study its performance, therefore the scope of this paper is
over non-source sensor nodes. The cost of explicit tree catifferent from this paper. In its simulation study, [9] compared
struction is eliminated for correlation unaware aggregatidhe energy dissipation of GITs and SPTs. Since the energy
trees. Thus, given the cost and feasibility issues involved inodel they use is different with ours, their results is not
the construction of correlation aware trees and the moderdieectly comparable to ours. Nonetheless, this paper pointed
energy improvement possible, correlation unaware approamitt that SPT and GIT are similar in low density networks
may be a more desirable choice under several circumstandasg. achieve significant energy savings at higher node densities
(each node has more neighbors). This observation is similar
to the observation we made in this paper.
We also observed that increasing delay tolerance does not ) .
always help reduce the aggregation tree cost. With increasfig Related Works on Data Aggregation Tree Efficiency
delay constraint, the cost of the SMT structure reduces. But[6] first systematically studied data-centric routing ap-
this is not always true: beyond a certain delay tolerangeroaches in wireless sensor networks. However, the focus
which is comparable to the longest shortest path length, tbe[6] is on comparing data-centric routing with traditional
cost ratio improvement tends to saturate. This is becauseeriid-to-end routing scheme(address-centric routing). In this
becomes possible to construct the optimal aggregation tree ffaper, address centric routing scheme is defined as shortest
the given network and delay tolerance. Practically, this meapath tree without aggregation (overlapped paths are counted
that an application does not have to be designed with largeparately). Therefore, the emphasis of [6] is to compare
delay tolerances to ensure energy efficiency that is closethe performance differences between “aggregate” and “do not
the maximum possible. aggregate”, while our work investigates energy cost differences
between aggregation aware and unaware schemes (SPT with
aggregation and DB-SMT tree). So the focus of the two works
In this section, we discuss related works that have doaee different.
similar studies as ours presented in this paper. For eacl2] compares two major classes of data aggregation scheme:
related work, we explain its scope of study and introdugeuting-driven compression (RDC) and compression-driven
observations and results made by the authors. The similaritiesiting (CDR) across a broad range of spatial correlations.
and differences between their results and ours are compaiedthis paper, RDC routes data through shortest paths toward
and reasons for those differences are identified. sink, and performs opportunistic aggregations when routes
] ] overlap with each other. For CDR, routes are selected in
A. Related Works on Correlation Aware Aggregation Trees grqer to compress data from all sources sequentially. This
[1] provided in-depth discussions related to efficient dateork mainly investigate the impact of correlation degrees
gathering structure, and proved that the generation of an optimal aggregation structure. While for our study, we
optimal aggregation structure is a NP-complete problem. Twonsider not only correlation degrees, but delay bounds and
heuristics: leaves deletion algorithm and SPT/TSP balancetther parameters when comparing efficiency of correlation
tree algorithm are proposed to approximate the optimal treeare and unaware data aggregation trees. [2] uses grid topolo-
and the cost ratios of approximation trees over SPTs a®s to compare RDC and CDR performance for different
presented in this paper. The results presented in this paperrelations, and we use more general uniform distribution
are similar to ours in that the cost ratio of optimized tree ovéopologies. Therefore, in this paper, the cost ratio of RDC over
SPT is bounded bg.5. This paper made a similar observatiofCDR is higher than the bound we observed in our study. We
to ours that SMT resembles a combination of a SPT cosespect that this difference is caused by the grid topology used
and TSP paths in the outskirts. A SPT/TSP balanced treeirigheir paper. Nonetheless, results from this paper indicate that

B. Practical Implications of Limited Delay Tolerance

V1. RELATED WORKS



CDR outperforms RDC for high correlation scenarios, whilst
CDR performs better for low correlation scenarios, which
is comparable to our conclusion in more general network
settings.

VIl. CONCLUSIONS

In this paper we study the energy efficiency of correlation
aware aggregation trees in wireless sensor networks. Sensor
applications with and without delay tolerance are considered,
and how delay tolerance and other network conditions affect
the efficiency of an correlation aware aggregation tree is
explored. Through quantitative study and analysis, we con-
clude two rather surprising results: the energy improvement
in using correlation aware aggregation is not significant under
many network scenarios compared to the cost and complexity
incurred in the tree construction process; and the maximum
useable delay bound required to achieve the best possible
energy efficiency is not high compared with the delay along
the maximum length shortest-path in the default shortest path
tree. Practical implications of these results have also been
identified.
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