
On Using the Ad-hoc Network Model in Cellular Packet
Data Networks

Hung-Yun Hsieh and Raghupathy Sivakumar
School of Electrical and Computer Engineering

Georgia Institute of Technology
Atlanta, GA 30332, USA

{hyhsieh, siva}@ece.gatech.edu

ABSTRACT
While several approaches have been proposed in literature for im-
proving the performance of wireless packet data networks, a recent
class of approaches has focused on improving the underlying wire-
less network model itself. Several of such approaches have shown
that using peer-to-peer communication, a mode of communication
used typically in ad-hoc wireless networks, can result in perfor-
mance improvement in terms of both throughput and energy con-
sumption. However, the true impact of using the ad-hoc network
model in wireless packet data networks has neither been compre-
hensively studied, nor characterized. In this paper, we investigate
the benefits of using an ad-hoc network model in cellular wireless
packet data networks. We find that while the ad-hoc network model
has significantly better spatial reuse characteristics, the improved
spatial reuse does not translate into better throughput performance.
Furthermore, although considerable improvement is seen in energy
consumption performance, we observe that using the ad-hoc net-
work model as-is might actually degrade the throughput perfor-
mance of the network. We identify and discuss the reasons behind
these observations. Finally, using the insights gained through our
performance evaluations, we discuss strawman versions of three
techniques which when used in tandem with the ad-hoc network
model result in better throughput, energy consumption, fairness,
and mobility-resilience characteristics. Through our simulation re-
sults, we motivate that using the ad-hoc network model in con-
ventional wireless packet data networks is a promising approach
when the network model is complemented with appropriate mech-
anisms.

1. INTRODUCTION
The mobile Internet user population has undergone a tremen-

dous growth in the past few years. The growth has severely ex-
posed the limitations of current wireless packet data networks in
terms of the data rates that they can support. For example, exist-
ing 2.5G networks support bandwidths to the tune of a few tens of
Kbps per user, while next generation 3G wireless networks support
bandwidth of a mere 384Kbps per channel outdoors and 2Mbps per
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channel indoors. Moreover, the above rates are valid for a limited
number of users per cell (typically five users per cell [1]) and will
decrease with increasing number of users. The limitations have
in turn inspired a considerable body of research toward improv-
ing performance of wireless data networks. Achievements of such
research include smarter radio transmission (e.g. adaptive array
antennas) [17], better channel access schemes [30], more efficient
scheduling schemes [19], faster and intelligent hand-offs [25], and
transport protocols that are wireless-aware [4, 26].

Although the aforementioned approaches do improve the perfor-
mance of wireless data networks, they are inherently limited by the
network model that they operate on, namely the cellular network
model. In the cellular network model, mobile-stations communi-
cate directly with the base-station and do not interact in any man-
ner with the other mobile-stations inside the same cell. Due to the
centralized model used in cellular networks, for a given number of
users n, the throughput per user can be shown to be of the order
of O( 1

n
) [11, 14]. In addition, since mobile-stations communicate

directly with the base-station, the average power consumption per
transmission is of the order of O(Rk) where R is the radius of the
base-station cell, and k is the attenuation factor that usually varies
between 2 and 6 depending on the signal propagation model [31].
Therefore, the only avenue for improving throughput or power con-
sumption is to decrease the coverage area per base-station, thus re-
ducing the number of users served and reducing the cell radius.
While this approach has been adopted in schemes like hierarchi-
cal cellular networks [24], the drawback is the high infrastructure
cost involved in deploying a large number of base-stations and the
associated distribution networks.

Over the last few years, several approaches for an alternate net-
work model have been proposed to improve the performance of
cellular data networks [2, 18, 23, 27, 33]. An interesting and im-
portant commonality between such approaches has been the simi-
larity between the proposed network model and the model used in
a special class of wireless networks called ad-hoc networks. While
ad-hoc networks have typically not been considered as an integral
part of the mainstream Internet, a considerable amount of research
has gone into protocol development for such networks due to the
unique applications they have in other areas such as military envi-
ronments, disaster relief operations, and sensor networks. Ad-hoc
networks were conceived for environments that lack the services
of an established backbone infrastructure, and hence the mobile-
stations in an ad-hoc network act as routers or forwarders and com-
munication is enabled through multi-hop routes.

Such a peer-to-peer mode of communication has distinct perfor-
mance benefits as well over the conventional cellular model includ-
ing better spatial reuse characteristics, lower energy consumption,
extended coverage areas, etc. In conventional cellular networks,



base-stations communicate with mobile-stations directly, and the
mobile-stations operate in a purely peer agnostic fashion. The fun-
damental element of the proposed alternative network models is
thus the adoption of the peer-to-peer mode of communication in
cellular packet data networks to improve performance.

In [2], the authors propose an approach called ad-hoc GSM (A-
GSM), wherein mobile-stations participate in relaying to improve
coverage and robustness against radio link failures. The approach
uses received signal strength as the parameter in the decision pro-
cess to switch from direct base-station communications to mobile-
station relays. In opportunity driven multiple access (ODMA) [27],
a scheme considered under the 3G endeavor, the high data rate cov-
erage of the cell is increased at the boundaries by allowing mobile-
stations inside the original high data rate coverage area to act as
relays for mobile-stations outside. In [23], the authors propose an
integrated cellular and ad-hoc relay (iCAR) approach wherein spe-
cial mobile relays are placed between cells to relay traffic from an
overloaded cell to a relatively under-loaded cell and therein achieve
load balancing. In the mobile-assisted data forwarding (MADF)
approach [33], a similar relaying scheme is proposed to reduce de-
lay. In [18], the proposed model called multi-hop cellular networks
(MCN) uses multi-hop relays for the mobile-stations to reach the
base-station while reducing the transmission power of the mobile-
stations and the base-station. MCN is shown to improve through-
put performance when sources and destinations co-exist in a single
wireless cell without mobility. In [14], a simple hybrid model is
proposed wherein mobile-stations are used for multi-hop relays,
and the base-station coordinates the network topology by direct-
ing the power adaptation at the mobile-stations. Although the pur-
pose is to maximize spatial reuse and reduce network partitions, the
model is evaluated only for the scenario in which all sources and
destinations are co-located within the same cell.

Despite the fact that peer-to-peer communication is used in these
proposed models, the true impact of using such a communication
model is yet to be comprehensively understood. In this paper, we
investigate the benefits of using peer-to-peer communication1 in
cellular packet data networks. We evaluate the use of peer-to-peer
communication along a variety of performance metrics, and con-
clude that while the better spatial reuse characteristics of peer-to-
peer communication results in better throughput per unit power, it
does not translate into better performance in terms of throughput.
On the contrary, we demonstrate that using peer-to-peer commu-
nication on an as-is basis can result in degraded throughput. We
identify and discuss the reasons behind these observations. We then
discuss three approaches that in tandem translate the spatial reuse
benefits of peer-to-peer communication into better performance in
terms of throughput, throughput per unit power, fair service allo-
cation and mobility-resilience. Using strawman realizations of the
three approaches, we show the performance enhancements that can
be achieved and hence motivate further investigation along these
lines.

Thus, the contributions of this paper are twofold:

• We show that using peer-to-peer communication on an as-is
basis has its benefits in terms of throughput per unit power,
but results in degradation of throughput. Moreover, we demon-
strate that peer-to-peer communication exhibits unfair ser-
vice allocation and is more vulnerable to mobility induced
performance degradation.

1In the rest of the paper we interchangeably use the phrases ad-hoc
network model and peer-to-peer communication model, although
in reality the ad-hoc network model encompasses more than just
peer-to-peer communication.

• We discuss a set of three approaches that in tandem address
the drawbacks that we identify for the peer-to-peer commu-
nication, and consequently leverage the spatial reuse advan-
tages to provide better throughput, throughput per unit power,
fairness, and resilience to mobility.

The rest of the paper is organized as follows: In Section 2 we
discuss the evaluation model used for simulations presented in this
paper. In Section 3 we evaluate the peer-to-peer communication
model and characterize its benefits and drawbacks in the cellular
packet data environment. In Section 4 we present a set of three
approaches and show how these approaches improve the perfor-
mance. Finally, in Section 5 we discuss some important issues with
the proposed approaches and conclude the paper.

2. EVALUATION MODEL
In this section, we describe the evaluation model used and the

assumptions made in the rest of the paper. We use the ns2 network
simulator [22] - along with the multi-hop wireless extensions from
the CMU Monarch group - for all our simulations. Unless other-
wise specified, the simulations are based on a 100 node topology.
We focus only on a single base-station cell as shown in Figure 1.
The implication of a multiple-cell environment is discussed in Sec-
tion 5. We consider a one square mile area as the coverage area of
the base-station. Each simulation is run for a 60 second period and
each data-point in the presented results is averaged over 40 simula-
tion runs with different random seeds. In the rest of the section we
describe the other aspects of the evaluation model:

To Internet

base-station

mobile-station

cellular mode communication

peer-to-peer mode communication

Figure 1: Communication Model

• Physical Layer: We use a single channel with a data rate of
2 Mbps. The propagation model used is a combination of the
free space propagation model and the two-ray ground reflec-
tion propagation model. The signal degrades as 1/r2 within
the cross-over distance (about 90m) and as 1/r4 above it.

• Medium Access: For the cellular network model, we use
the Point Coordination Function (PCF) mode of the IEEE
802.11 MAC standard as the medium access control proto-
col. For the peer-to-peer model, we use the Distributed Coor-
dination Function (DCF) mode of the IEEE 802.11 standard
as the medium access control protocol.

• Routing: We use the dynamic source routing (DSR) protocol
as the routing protocol for the peer-to-peer model [5].

• Transport: We use TCP as the transport protocol for all our
simulations. Although performance evaluation efforts in the
pure peer-to-peer (ad-hoc) networking research community
have typically used UDP as the transport protocol [6], we
use TCP because of the target environment that we consider
in this paper. Specifically, 95% of the traffic in the Internet



consists of TCP flows [7], and it is reasonable to assume that
traffic due to mobile Internet users will not deviate from this
behavior.

• Traffic Model: Since the goal is to see how well the peer-
to-peer model does in comparison to the cellular network
model, we assume that the only mobile-stations in the cell
are the ones that have data to send or receive. Specifically,
unlike in other peer-to-peer evaluation efforts [6] that focus
on stand-alone networks, we do not assume that the number
of mobile-stations in the network is more than the number of
flows in the network. Due to the scarce resources available
at mobile-stations, we believe it is reasonable to assume that
mobile-stations that do not want to remain connected to the
backbone (having data to send or receive) will be unlikely to
participate in the network operation. Therefore, in our simu-
lations, all the flows in the network have destinations outside
the cell and hence traverse through the base-station. Again,
this reflects a realistic scenario since a dominant portion of
the Internet traffic (>85%) consists of accesses to servers
(http, ftp, smtp, etc.) [7]. Unless otherwise mentioned, we
use a CBR application with 32Kbps data rate for each of the
100 flows.

• Energy Model: We use the default energy model provided by
the ns2 simulator to measure the power consumption. Specif-
ically, for a 250m transmission range the transmit power
used by ns2 is 0.282W . In general the transmit power used
for a transmission range of d is proportional to d4 due to the
signal propagation model described earlier. We use only the
transmit power for our energy computations. In the peer-to-
peer model, all packet transmissions including route compu-
tation and maintenance packets are incorporated. The trans-
mit power consumption in the cellular model is based on
the distance from the transmitting mobile-station to the base-
station.

• Topology: We randomly distribute the mobile-stations on a
1500m × 1500m grid. Although we have performed sim-
ulations with skewed distributions, such distributions do not
have any significant impact on the nature of results that we
show in this paper. Hence, due to lack of space we do not
present results for other classes of node distributions.

• Mobility Model: We use the way-point mobility model for
the scenarios with mobility. Nodes randomly pick a destina-
tion within the grid, and move toward the destination with a
speed that is uniformly distributed between 0 and speedmax

meters per second. The speedmax for a mobility scenario
used is the value referred to in the x-axis of the mobility
graphs. The pause time in the way-point model is set to 0.
Since we consider only a single-cell network, the mobility of
mobile-stations is restricted to within a cell. Consequently,
the mobility model has no impact on the cellular network
model.

3. USING THE AD-HOC NETWORK MODEL
IN CELLULAR DATA NETWORKS

In this section, we evaluate the performance when using peer-
to-peer communication in a cellular packet data network, and com-
pare the performance against that of the conventional cellular net-
work model. The metrics used for the comparison are: (i) Spa-
tial reuse, (ii) Throughput, (iii) Power, (iv) Throughput per Unit

Power, (v) Fairness, and (vi) Impact of Mobility. While the per-
flow throughput is an obvious metric to use in any network per-
formance evaluation, we briefly provide the motivation for choos-
ing the other parameters: (i) Spatial reuse: The key advantage
of the peer-to-peer network model is the increase in spatial reuse
that stems from its short-range transmissions [16]. By studying
the number of simultaneous transmissions possible in the network
during a single transmission slot, we characterize the degree of spa-
tial reuse possible in the peer-to-peer model. Note that this metric
will always be one for the cellular model. (ii) Power and Through-
put per Unit Power: Since mobile-stations typically rely on a lim-
ited power source such as a battery, energy conservation has come
to be realized as a critical factor to be considered in mobile net-
working. Hence, we study both the average power consumption,
and throughput per unit power as metrics indicative of the energy
conservation properties of the two network models. (iii) Fairness:
While the cellular network model is an almost perfectly fair system
by virtue of the centralized scheduling or channel-provisioning per-
formed at the base-station, the same cannot be said for the peer-to-
peer network model [29]. Due to the distributed nature of the net-
work protocols, it is very possible that certain flows receive more
service than others in the network. The goal of monitoring the fair-
ness in terms of the normalized standard deviation of throughput
is to characterize the fairness property of the peer-to-peer network
model. (iv) Impact of Mobility: Since we consider only a single-
cell network in this paper, the mobility of mobile-stations (within
the cell) has no impact on the performance of the cellular network
model. However, the peer-to-peer network model uses a shorter
transmission range and hence will be more susceptible to failures
due to mobility. We characterize the impact of mobility on the
performance of the peer-to-peer network model by studying the
throughput degradation due to mobility.

3.1 Spatial Reuse
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Figure 2: Spatial Reuse

In Figure 2, we present the degree of spatial reuse observed in
the peer-to-peer network model as the transmission power of the
mobile-station varies. For reference, we also present the spatial
reuse possible in the cellular network model. It is interesting to
note that at the minimum transmission range (using the minimum
power such that the network stays connected), as the number of
nodes in the network increases, the spatial reuse in the peer-to-peer



network also increases. This is because of the fact that the min-
imum transmission range is inversely proportional to the density
in the network, and spatial reuse is inversely proportional to the
transmission range. Hence, the spatial reuse increases with the in-
crease in density of nodes within the cell. This is a key property of
peer-to-peer networks that promises an inherently better scalable
network model than the cellular model where the capacity remains
constant with increasing density (thus resulting in decreasing per-
user throughput).

3.2 Throughput
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Figure 3: Throughput

In Figure 3, we show the end-to-end throughput (measured at
the TCP sink) averaged over all flows for the two network models
as the load (per-flow data rate) is varied. The interesting observa-
tion is that not only has the spatial reuse improvement shown in
Section 3.1 not translated into better per-flow throughput, but the
throughput in the peer-to-peer network model is in fact lower than
that observed in the cellular network model. We now attempt to
explain this observation in three parts:

1. Multi-hop Routes: Although the spatial reuse is increased,
since a flow traverses multiple hops in the peer-to-peer net-
work model, the end-to-end throughput of a flow, while di-
rectly proportional to the spatial reuse, is also inversely pro-
portional to the hop-length. Moreover, since the expected
hop-length in a dense network is of the order of O(

√
n), a

tighter bound on the expected per-flow throughput is O( 1√
n
)

[11]. While this bound is still higher than that of the cellular
network model (O( 1

n
)), the following two reasons degrade

the performance even more.

2. Base-Station Bottleneck: The degree of spatial reuse and ex-
pected per-flow throughput of the peer-to-peer network model
discussed thus far is valid for a network where all flows have
destinations within the same cell. However, the scenario for
the results presented in this section is one wherein the base-
station is the destination for all flows (in the wireless compo-
nent of their end-to-end path). Hence, any increase in spatial
reuse possible cannot be fully realized as the channel around
the base-station becomes a bottleneck and has to be shared by
all the flows in the network. Note that this is not an artifact
of the single-channel model adopted in our simulations. As

long as the resources around the base-station are to be shared
by all the flows in the network (irrespective of the number
of channels), the performance of the flows will be limited to
that of the cellular network model.

3. Protocol Inefficiencies: The protocols used in the cellular
network model are both simple and centralized (with the base-
station performing most of the coordination) and operate over
a single hop leading to very minimal performance degrada-
tion because of protocol inefficiencies. However, in the peer-
to-peer network model, the protocols used are distributed
(IEEE 802.11 and DSR), and operate over multiple hops.
The inefficiencies that arise because of the distributed opera-
tion of the medium access and routing layers, and the multi-
hop operation at the transport layer (the multi-hop path re-
sults in more variation in latency, losses, and throughput for
TCP [12]) translate into a further degraded performance.

The combination of the above factors results in the spatial reuse
improvement achieved in the peer-to-peer network model not trans-
lating into a corresponding increase in per-flow throughput.

3.3 Throughput Per Unit Power
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Figure 4: Power Consumption

Figures 4 and 5 present the average per-node power consump-
tion and the average throughput per unit power for the two network
models. Recall from Section 2 that the transmit power for a suc-
cessful packet reception is O(rk), where r is the distance between
the transmitter and the receiver and k is the attenuation factor used
in the propagation model. In the case of the cellular model, the
distance from a mobile-station to the base-station is always of the
order of O(R) irrespective of the number of mobile-stations within
the cell, where R is the radius of the cell. In the case of the peer-to-
peer network model, since a multi-hop route is used, the distance
between any transmitter and receiver is significantly smaller (of the
order of O( R√

n
)). However, the end-to-end power consumption is

also directly proportional to the hop-length O(
√

n). Hence, while
the average power consumption in the cellular network model is of
the order of O(Rk), in the peer-to-peer model it is of the order of
O(

√
n ∗ ( R√

n
)k) resulting in a considerable improvement in power

consumption by a factor of O(
√

nk−1), where k is usually greater
than 2. For the specific scenarios used for the presented results, k is
equal to 4, and R is approximately 1000m (half of the diagonal of
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Figure 5: Throughput Per Unit Power

the square grid of size 1500m), while the transmission range and
hop-length in the case of the peer-to-peer model are approximately
250m, and 3.5 respectively. This translates into roughly a twenty-
fold decrease in the power consumption in the peer-to-peer model
which is also seen in the results presented (although R is 1000m,
since the optimal transmission range is used in the cellular model,
the expected transmission range is approximately 2∗R

3
).

Although the throughput is smaller in the case of the peer-to-
peer model, because of the significantly lowered power consump-
tion, the throughput per unit power turns out to be considerably
higher than that of the cellular model. We present the throughput
per unit power results in Figure 5. For the results presented, the
improvement in throughput per unit power increases by a factor of
approximately 12 for the peer-to-peer model. This is an interesting
result since it implies that, although the throughput is lowered, for
applications that are insensitive to latency, the peer-to-peer model
can be used to achieve significant savings in power consumption.

3.4 Throughput Fairness
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Figure 6: Fairness

In this section we present results demonstrating the fairness prop-

erties (or lack thereof) of the peer-to-peer network model. Note that
because of the centralized round-robin like scheduling of the cel-
lular network model, perfect fairness is achieved. However, in the
peer-to-peer network model, because of the distributed protocols
and because traffic can be distributed randomly, the throughput en-
joyed by the different flows can be very different. We compute the
unfairness index as the standard deviation normalized to the aver-
age throughput. Since the goal is to compare the performance of the
peer-to-peer model against that of the cellular model, the standard
deviation is computed using min( C

f
, Si) for each flow i, where C

is the capacity of the channel, f is the number of flows, and Si is
the throughput of flow i. Equivalently, we consider that a flow is
“unfairly” treated only if its throughput is lower than that it would
have enjoyed in a cellular network model. Achieving throughput
higher than that in a cellular network model is an incentive to par-
ticipate in the peer-to-peer model, and hence we do not use the
absolute throughput enjoyed by such flows in the fairness metric.

In Figure 6 we present the unfairness indices for the two net-
work models. It can be seen that while the cellular model has a
minimum unfairness index, the peer-to-peer network model suf-
fers from considerably higher unfairness. The principal source of
unfairness in the peer-to-peer network model is the protocol ineffi-
ciency discussed in Section 3.2. We substantiate this argument in
the next section.

3.5 Impact of Mobility
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Figure 7: Impact of Mobility

While all the results presented thus far are for static scenarios,
in this section we present results for scenarios in which the stations
are mobile. The mobility model used is described in Section 2.
Recall that because of the single-cell environment, the mobility of
stations will not have any impact on the performance of the cellular
model. While inter-cell mobility will have an impact on the cellular
model’s performance, we discuss the implications of a multiple-cell
environment in Section 5.

Due to lack of space, we present only the throughput results for
the mobility scenarios. Figure 7 shows the throughput performance
of the two models with increasing mobility. Note that the cellular
model’s throughput is unaffected by the mobility. However, the
performance of the peer-to-peer model degrades with increasing
mobility due to the overheads caused by mobility induced route
failures, route re-computations, associated losses, and the transport
protocol’s reaction to such phenomena. In keeping with the focus



of the paper, we do not delve deeper into the above reasons and
instead refer interested readers to related work that has investigated
similar phenomena [3, 12].

It can be inferred from the results shown in Figure 7 that not only
does the peer-to-peer network model exhibit lower throughput per-
formance, it also shows degrading performance when the stations
are mobile within the cell.

3.6 Summary of Results
In this section, we have shown that although the peer-to-peer

network model enjoys better spatial reuse, it does not translate into
better performance in terms of throughput. However, because of
the short-range transmissions, the power consumption is greatly
reduced and therefore the throughput per unit power is increased
when compared to that of the cellular network model. Finally, we
also show that the peer-to-peer network model exhibits poor fair-
ness characteristics and exhibits further degradation in throughput
with increasing mobility of the stations in the network. We sum-
marize the key reasons for the drawbacks of the peer-to-peer model
as follows:

• Protocol Inefficiencies: Since the peer-to-peer network model
has traditionally been used only in stand-alone network envi-
ronments, the network protocols used are typically distributed
in nature with more focus on robustness and overall perfor-
mance rather than on providing good per-flow service. As
a result of the distributed operations, the protocols are inher-
ently inefficient and in turn result in the peer-to-peer network
model exhibiting poor throughput and unfairness in a cellular
environment.

• Base-Station Bottleneck: Although the peer-to-peer network
model uses short-range transmissions and hence increases
the degree of spatial reuse in the network, since a majority
of the flows in the cell are destined for destinations in the
backbone Internet, the destination within the wireless cell for
these flows happens to be the base-station. This results in the
channel around the base-station becoming a bottleneck, lim-
iting the throughput performance of the peer-to-peer network
model to that of the cellular network model.

• Impact of Mobility: The peer-to-peer network model uses
short-range transmissions and multi-hop routes. The impact
of mobility is hence greater in the case of the peer-to-peer
model than in the case of the cellular model. Specifically,
when only intra-cell mobility is considered, the cellular model
remains unaffected by the mobility of the stations in the net-
work, whereas the performance of the peer-to-peer model de-
creases with increasing mobility.

4. ENHANCING PERFORMANCE OF THE
AD-HOC NETWORK MODEL IN CEL-
LULAR DATA NETWORKS

We now discuss a set of three approaches that address the draw-
backs of the peer-to-peer network model identified in Section 3.
We show that when the proposed approaches are used in tandem
with a peer-to-peer network model, the spatial reuse benefits of the
peer-to-peer model are translated into better performance in terms
of throughput and power consumption. These approaches also pro-
vide fair service to flows and exhibit resilience to mobility.

4.1 Assisted Scheduling

While one option to solve the protocol inefficiency problem is
to develop better distributed algorithms, another feasible option is
to leverage the existence of the base-station and the availability of
control channels that exist between the base-station and mobile-
stations within the cell. Specifically, we consider an approach where
the base-station plays an active role in the scheduling of flows in
the network. Note that this is very similar to the role played by
base-stations in a conventional cellular network [9]. The differ-
ence however lies in the fact that the scheduling is now done for
multi-hop flows. The base-station periodically draws up a sched-
ule for multi-hop transmissions within the network that maximizes
throughput subject to fair service. The schedule is then broadcast
to the mobile-stations through the control channel. The algorithm
used by the base-station to perform the scheduling is shown in Fig-
ure 8.

Mobile-Station and Base-Station Communication
From each mobile-station n:

Send neighbor list L(n) (or GPS information)
If the source node of flow f , send flow backlog B(f)

From base-station:
Broadcast schedule of transmissions SCHEDULE

At Base-Station
State Maintenance:

Whenever L(n) is updated:
Update the connection matrix CM of all mobile-stations based on L(n)
Obtain new route R(f) for every flow f using CM

Scheduling:
Initialize OV ERF LOW to ∅
At time t, draw a new transmission schedule with slot time slots:

Initialize SCHEDULE to OV ERF LOW

Put each new backlogged flow f in LIST

While LIST is not empty:
Find flow f with minimum service S(f)
status = Schedule-flow(f , t)
if status == SUCCESS

decrement backlog counter B(f)
increment service counter S(f)
if B(f) == 0

remove f from LIST

else
remove f from LIST

Schedule-flow(f , t)
sno ← t

Traverse each hop h of R(f) starting from the first hop
Find the first slot s >= sno such that transmission on hop h

will not interfere with transmissions already scheduled in slot s

if s < t + slot

schedule hop h in slot s by updating SCHEDULE

else if h is not the first hop
schedule hop h in slot s by updating OV ERF LOW

else
return FAILURE

sno ← s + 1
return SUCCESS

Figure 8: Assisted Scheduling

Essentially, the base-station iterates through the list of flows with
backlogged services, and for each flow schedules the hops along the
path that the flow traverses. Once all the flows are accommodated
within the schedule, the base-station iterates once again through
the schedule and attempts to fill in more end-to-end transmissions
for the flows within the schedule. The process is repeated until
the schedule cannot be filled in with any flow. Unlike in related
approaches [20], the base-station always tries to provide fair service
before trying to enhance throughput. In other words, even when
the “refilling” process is done, flows with less service are provided
priority over flows with more service. Flows that have schedules
overlapping the current schedule-period have slots reserved during
the next schedule-period irrespective of the newly contending flows
during the next scheduling operation (i.e. flows once scheduled are
not preempted).

At each mobile-station, a single output queue is maintained for



all packets to be forwarded. When the MAC layer requests for a
packet from a specific flow (according to the schedule drawn by
the base-station), a selective dequeue mechanism is used to de-
queue the first packet (from the head of the queue) that belongs
to that flow. For results presented in this section, the base-station
computes a shortest-path route for each flow. Note that more op-
timal routes (e.g. load-balanced routes) can been chosen by the
base-station, although at the expense of more complexity.
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Figure 10: Throughput Per Unit Power (Assisted Scheduling)

In Figures 9, 10, and 11, we show the throughput, throughput
per unit power, and fairness results for the assisted scheduling ap-
proach. It can be observed that when using assisted protocols the
throughput now is the same as that of the cellular model (as op-
posed to worse in the case of the vanilla distributed protocols). The
throughput per unit power results also show improved performance
than in a cellular model, and the fairness achieved is almost the
same as that in the cellular model.

The advantages of using assisted scheduling to improve the per-
formance are threefold: (i) The base-station has global informa-
tion and hence can draw up the optimal schedule for maximizing
throughput and fairness. (ii) Since the schedule is constructed in a
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centralized fashion, the band of contention [13] of the medium ac-
cess control protocol is reduced to one. This is in contrast to IEEE
802.11 where the band of contention is two (when a transmission
occurs, stations in the vicinity of both the receiver and the trans-
mitter cannot transmit or receive due to control packet exchanges
between the transmitter and receiver - although in an ideal setting
mobile-stations not in the vicinity of the receiver should be able to
transmit, and mobile-stations not in the vicinity of the transmitter
should be able to receive). (iii) The protocol inefficiencies because
of the distributed operations are reduced.

However, there are several issues associated with the proposed
approach: (i) Communication Overheads. The mobile-stations have
to periodically inform the base-station about location information
(either GPS or neighborhood information) in order for the base-
station to construct the schedule. Also, the base-station has to peri-
odically broadcast the schedule to the mobile-stations. However, in
typical cellular networks, there already exist several control chan-
nels for exchanging information between the mobile-stations and
the base-stations (including transmission schedules [9]). Hence,
such control channels can be used for the information exchange.
(ii) Base-Station Complexity. The base-station needs to compute
the routes for all flows and maintain the transmission schedules.
Since base-stations in the cellular environment typically perform
complex operations, they can be provided with more computational
power if necessary. (iii) Mobile-Station Complexity. The mobile-
stations have to furnish the base-station with the location informa-
tion in addition to information about new flows and terminating
flows. While using GPS is an option, the location information can
also be in the form of neighborhood information learned through
receiving beacons or snooping on transmissions.

Note that the approach described above is primarily for demon-
strating that protocol inefficiency can be reduced by using base-
station assisted protocols, rather than to propose a specific mecha-
nism for scheduling in such networks. In fact, in a different context,
similar approaches have also been proposed. In multi-hop packet
radio networks, (base-station) coordinated channel access schemes
such as “spatial TDMA” (STDMA) [21] have been used to increase
network capacity by drawing transmission schedules optimized to
network topology. Scheduling algorithms that are adaptive to traffic
dynamics [10] and immune to topology changes (due to mobility)



[8] have also been proposed2. The results presented in this section
motivate further consideration of such base-station assisted proto-
cols when the peer-to-peer communication model is used in cellular
packet data networks.

4.2 Hybrid Stations
With the large number of wired static hosts in the Internet geo-

graphically spread, we consider an approach wherein static hosts
can optionally “subscribe” to wireless service. Such hosts will for
all purposes act as any other mobile-station in the network. How-
ever, their primary role will be to serve as a gateway between the
wireless cell and the wired Internet using the backbone connectiv-
ity that they possess. Such hybrid stations within the wireless cell
can significantly alleviate the bottleneck at the channel around the
base-station. Note that the hybrid stations will not perform the role
of a base-station. They will function as any other mobile-station,
and send and receive packets accordingly. The key difference in
their functionality is that they act as gateways between the wireless
and wired domains. Specifically, the hybrid station, upon receipt
of a packet, routes the packet to the destination as if it were send-
ing the packet3. On the reverse path, a packet from a static host
destined for the mobile-station will reach the base-station which
then re-routes the packet to the corresponding hybrid station that
serves the mobile-station the packet is destined for. The overheads
introduced by the additional routing (from the base-station to the
hybrid station) can be overcome by adding appropriate intelligence
to the hybrid station, or reserving a set of network addresses for
each hybrid station that the station can then temporarily assign to
mobile-stations it is serving. Hand-offs need not be performed from
one hybrid station to another as long as the mobile-station is within
the same cell. While relaxing this constraint might lead to better
performance, we are in the process of studying the implications.
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Figure 12: Throughput (Hybrid Stations)

The principal advantages gained because of the proposed ap-
proach is the removal of the bottleneck of the channel surround-
ing the base-station. Because of the distributed nature of the traf-
2In a related work [13] we have shown that in multi-hop wire-
less networks, the flow scheduling algorithm presented in this sec-
tion achieves better performance than the node scheduling or link
scheduling algorithm used in the STDMA approaches.
3This assumes the absence of ingress filters in the subnet of the
hybrid station. If ingress filters are present, some form of address
translation has to occur at the hybrid station.
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fic flows in the cell, the performance of the peer-to-peer network
model can be expected to significantly improve. In Figures 12,
13, and 14, we present results for the performance of the peer-
to-peer model in the presence of hybrid stations. We increase the
per-flow data rate from 32Kbps to 64Kbps to better show the im-
provement in network performance by using hybrid stations. Sev-
eral observations can be made from the results: (i) The throughput,
and throughput per unit power of the peer-to-peer network model
with hybrid stations are significantly better than that of the cellular
network model (for both the original and the assisted protocols),
showing that network capacity is not limited by the bottleneck of
the channel at the base-station. (ii) The number of hybrid stations
required is not of the order of the number of mobile-stations in the
network. Specifically, for the simulations shown, 10 hybrid stations
are sufficient to serve 100 flows in the network. In the presence of
10 hybrid stations, the achieved throughput can reach the flow rate
of 64Kbps when assisted scheduling is used. (iii) Network fairness
is improved using the hybrid stations as shown in Figure 14. Us-
ing hybrid stations together with assisted scheduling, the fairness
index is better than that in a pure cellular model because all flows
now achieve higher throughputs (recall the definition of unfairness



index in Section 3.4). (iv) The results shown in Figure 12 are for
a static scenario. In Figure 15, we can see that the performance
degrades as before with increasing mobility, and can become less
than that of the cellular model even in the presence of hybrid sta-
tions. The load and number of hybrid stations used for the mobile
scenario are 32Kbps and 5 stations respectively.
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Figure 15: Impact of Mobility (Hybrid Stations)

The key issue in the hybrid stations approach lies in the assump-
tion that static Internet hosts can be reconfigured as hybrid stations.
However, such an approach for alleviating base-station bottlenecks
is not an entirely new concept. In a loosely related context, the hy-
brid stations described above can be thought of to be IEEE 802.11
access points that provide additional service to mobile-stations sub-
scribed to the cellular network. The BRAN HiperLAN/2 effort
[28] includes a provision for the converged operation of 3G core
networks with HiperLAN/2 access points with the primary goal
of relieving cellular base-station bottlenecks. However, this effort
is constrained to scenarios with a single hop between the mobile-
stations and HiperLAN/2 access points. In a recent work, a con-
verged architecture which supports multi-hop routes between mobile-
stations and IEEE 802.11 access points has been proposed [15].

In another context, AT&T with the goal of exploiting its consid-
erable cable infrastructure has plans to install access points at the
houses of its customers with cable modems [32]. The goal is to
provide local-area wireless access by installing such access points
at as many houses as possible. Mobile users would then be able
to access the Internet through these access points. While the ex-
ample has been cited to substantiate our argument that the hybrid
stations approach is not infeasible, notice that AT&T’s proposal is
completely different from our solution because it does not use the
existing cellular infrastructure, and mobile-users cannot use multi-
hop paths to reach the access points. Therefore, we believe that if
sufficient motivation is provided (e.g. free installation and a share
of the revenue), wireline Internet users can be convinced to convert
their static-stations to hybrid stations.

4.3 Dual Mode Service
Recall from Section 4.2 that even in the presence of the hybrid

stations, mobility can have a negative influence on the performance
of the network. Specifically, if stations in the network are mobile,
the peer-to-peer model might be exposed to frequent route failures
resulting in severe performance degradation. We use a dual mode

service to handle flows that thus suffer due to mobility. Specif-
ically, flows are served in either the cellular or the peer-to-peer
mode. The two modes are provided time-division access4 to the
channel. In the initial state of the network, all flows are served in
the peer-to-peer mode. Periodically, stations in the network convey
to the base-station the performance (throughput) observed by each
of their flows during the last observation period. If the through-
put of a flow is less than a threshold value (set to the expected
throughput of the flow for the same period in the cellular model)
due to mobility, the flow is selected to be served in the cellular
mode. The time division between the peer-to-peer and the cellular
modes is done based on the number of flows selected to be served
in the cellular mode. Flows served in the cellular mode do not re-
ceive any service in the peer-to-peer mode and vice-versa. Irrespec-
tive of which flows are selected to be served in the cellular mode,
all mobile-stations in the network participate in packet forwarding
during the peer-to-peer mode.

In the event of mobility, flows being served in the peer-to-peer
mode can experience throughput degradation either because of net-
work partitioning, or because of the overhead involved in the dis-
tributed route re-computation. In either case, by virtue of the flow’s
throughput degradation, the flow will be selected by the base-station
to be served in the cellular mode there-on. Flows are periodically
reverted back to the peer-to-peer mode, and have their throughputs
monitored.

Variables
n → number of flows
cT ime → time division allocation for cellular mode
pT ime → time division allocation for peer-to-peer mode
ep → time division cycle period (cT ime + pT ime)
mp → mobility monitoring period
tp → throughput monitoring period
rp → cellular mode retention period
Hmp(i) → throughput over mp for flow i

Htp(i) → throughput over tp for flow i

Hag(i) → aggregate throughput for flow i

T ag(i) → time since start of flow i

T rv(i) → time for flow i to revert to peer-to-peer mode
Loc(i) → location or neighborhood information for node i

SF → set of flows currently selected to be in cellular mode
Cref → reference cellular-mode throughput (CT hresh − b)

Figure 16: Variables Used in the Dual Mode Algorithm

Figures 17 and 18 present the pseudo-code for the algorithms,
and Figure 16 lists the variables used in the algorithms. The chan-
nel is time-divisioned into periods of length ep, and each ep period
is further divided between the peer-to-peer and cellular modes. At
the end of every mp time units (set to multiples of ep), each mobile-
station reports to the base-station its observed per-flow through-
put, and location information (lines 4-6). We assume the use of a
separate control channel for this information transfer. The base-
station consolidates (lines 16-18) the information it receives from
the mobile-stations.

An exception is made when the aggregate throughput Hag(i)
that flow i has received so far since its inception is higher than
what flow i would have observed in the cellular network model. In
this case, the base-station does not switch flow i into the cellular
mode. The reasoning behind the exception is as follows: In or-
der to maximize the network utilization the degree of spatial reuse
has to be increased. Hence, it is desirable to have as few flows as
possible in the cellular mode (since the channel allocation for the
cellular mode is proportional to the number of flows served in that

4Note that although we use time-division to split the channel, the
architecture does not stipulate a specific channel division scheme
and other schemes like frequency division or code division can also
be employed.



At Mobile Station i

After Every ep Time:
1 cT ime ← ep − pT ime

2 Participate in peer-to-peer mode for pT ime period
3 At end of pT ime period, participate in cellular mode for cT ime period

After Every mp Time:
4 Send (Hmp(i), Loc(i)) to base-station, and reset Hmp(i)
5 Receive (SF, pT ime)
6 Update link-layer state with SF

Peer-to-peer Mode:
7 Forward packets in buffer (except those belonging to flows in SF )
8 Use IEEE 802.11 for medium access and DSR for routing
9 Update Hmp(i) based on packets received at destination

Cellular Mode:
10 If polled by base-station:
11 pkt ← SelectiveDequeue(SF )
12 send pkt to base-station

SelectiveDequeue:
13 Dequeue first packet pkt in link buffer such that
14 pkt belongs to one of the flows in SF

Figure 17: Mobile-Station Operation

At Base-Station
After Every mp Time:

15 For each flow i:
16 Receive (Hmp(i), Loc(i)) from mobile-station i

17 Htp(i) ← Htp(i) + Hmp(i)
18 Hag(i)← Hag(i) + Hmp(i)
19 if flow i is partitioned
20 SF ← SF + {i}
21 if Hag(i) > Cref ∗ T ag(i) and i not partitioned
22 SF ← SF − {i}
23 if T rv(i) ≤ currentT ime

24 SF ← SF − {i}

25 pT ime ←
ep∗(n−|SF |)

n
26 Send (SF, pT ime) to mobile-stations

After Every tp Time:
27 For each flow i:
28 if Htp(i) < Cref ∗ tp and Hag(i) < Cref ∗ T ag(i)
29 SF ← SF + {i}
30 T rv(i)← currentT ime + rp

31 reset Htp(i)

Figure 18: Base-Station Operation

mode). At the same time, the cellular mode is essential to ensure
fairness, and to support flows that would have otherwise received
very low throughputs in the peer-to-peer mode. Therefore, in the
fairness model supported by the dual mode service, the network uti-
lization is maximized subject to the condition that every individual
flow will receive a throughput that is no less than CThresh − b,
where CThresh is the expected throughput in the cellular network
model, and b is a small constant. Thus, flows that have aggregate
rates Hag(i) higher than what they would have received in a cel-
lular network, are not switched to the cellular mode even if their
instantaneous throughputs Htp(i) are relatively lower.

When a flow is switched to the cellular mode, a timer Trv(i) is
associated with the flow (line 30). Trv(i) is set to the amount of
time the flow will stay in the cellular mode before it will be reverted
back to the peer-to-peer mode (lines 23-24). Also, every mp time
units, the base-station uses the location information to see if any of
the source-destination pairs are partitioned. Flows corresponding
to partitioned source-destination pairs are brought into the cellu-
lar mode (lines 19-20). Similarly, flows that are not partitioned
anymore, but were switched to cellular because of a partition, are
reverted back to the peer-to-peer mode (lines 21-22). The base-
station also sends to the mobile-stations the updated set of selected
flows SF and the corresponding peer-to-peer time to be used for
the next set of ep periods (lines 25-26). Each mobile-station, upon
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Figure 19: Throughput (Dual Mode Service)

receiving the updated information from the base-station, appropri-
ately updates its link layer for selective deque (lines 13-14) and sets
its cT ime and pT ime timers. It then functions in the peer-to-peer
mode for pT ime time units (line 2). In the peer-to-peer mode, the
mobile-station forwards packets in its link buffer that do not belong
to any of the flows in SF .

Finally, after pT ime time units, the nodes stop functioning in the
peer-to-peer mode and switch to the cellular mode. In the cellular
mode, the base-station explicitly polls sources for packets, or for-
wards packets to destinations (based on a flow-based round-robin
scheme). In this phase, polled mobile-stations forward only pack-
ets belonging to flows in SF to the base-station. The base-station
immediately forwards packets to the destination if the destination
happens to be in the same cell, or sends it out to the backbone dis-
tribution network. Flows coming into the cell from the distribution
network are served under the same fairness scheme used for serving
outgoing or intra-cell flows.

The advantage of the proposed dual mode of operation is that
flows in the worst mobility scenario will receive throughput that is
very close to that of the cellular model. Note that because of the
overhead involved in periodically switching flows to the peer-to-
peer mode, the effective performance would be lower than that of
a pure cellular model. In Figure 19, we present the results for the
mobile scenarios when the dual mode of operation is used. It can
be seen that when the mobility is low enough for the performance
of the peer-to-peer network model not to be impacted significantly,
the dual mode of operation does not kick in and the throughput
observed is that of the peer-to-peer model. On the other hand, when
the mobility increases, more number of flows are switched to the
cellular model. Note that the throughput degrades because as more
number of flows are shifted to the cellular mode, a greater fraction
of the time is used to employ the cellular network model decreasing
the benefits of using the peer-to-peer network model.

5. ISSUES AND SUMMARY

5.1 Issues
In this section we discuss some issues with the proposed set of

approaches, including practical considerations that need to be ad-
dressed before they can be deployed.

• Ad-hoc Network Protocols: While this paper only makes a



case for adopting the ad-hoc network model in cellular wire-
less packet data networks, the question of whether or not to
adopt protocols developed for the ad-hoc network environ-
ment is also an interesting one. There exists an abundant
body of research in the area of ad-hoc network protocols, and
any ability to reuse the same would be both desirable and
potentially beneficial. There exist two probable arguments
for why ad-hoc network protocols are more desirable than
purely base-station located protocols: (i) For certain layers
of the protocol stack, any amount of involvement from the
base-station will not provide to the same degree the requisite
intelligence to suit the ad-hoc network model. For example,
vanilla-TCP as the transport layer has been shown to perform
badly in ad-hoc networks [3, 12], and appropriate enhance-
ments have been proposed. Such enhancements can be di-
rectly used to address problems due to the adoption of the
ad-hoc network model, while any base-station located proto-
col may not be able to address the same issues. (ii) For each
base-station located protocol, a control channel needs to be
established between the base-station and the mobile-stations
in order for the base-station to obtain the parameters to be in-
put to the protocol, and to convey to the mobile-stations the
decisions made by the protocol. Hence, there exists a fine
balance between the performance benefits due to the central-
ized execution of the protocol, and the performance bottle-
necks due to the control channels between the base-station
and the mobile-stations. For protocols wherein the baseline
performance difference between the centralized and the dis-
tributed versions is not significant enough to warrant a base-
station located protocol, conventional ad-hoc network proto-
cols are more appropriate to use.

• Multiple-Cell Environment: While we have primarily consid-
ered only a single-cell environment in this paper, we now dis-
cuss some issues pertaining to a multiple-cell environment.
In a multiple-cell environment the cellular model will also
be affected by any inter-cell mobility. All discussions and
approaches presented thus far will still hold good as long
as a mobile-station stays within a cell. When the mobile-
station hand-offs into a neighboring cell, we envision the
hand-off to take place as it would in a conventional cellular
model, and then for the mobile-station to participate in the
newly proposed approaches. Any overhead or performance
degradation because of the inter-cell hand-off will be com-
mon to both the existing cellular model and the newly pro-
posed approaches. However, one issue in question is when
a hybrid station is serving a mobile-station and the mobile-
station moves out of the cell. In the solution adopted in this
paper wherein the base-station re-routes packets destined for
the mobile-station to the hybrid station, this situation can be
handled easily as the base-station is aware of the hand-off.
However, if the hybrid station allocates network addresses
for mobile-stations it serves, then when packets arrive at the
hybrid station directly, it should be aware of the fact that the
mobile-station is no longer within the same cell. A possible
solution to this problem is for the base-station to periodically
broadcast the current list of mobile-stations within the cell
(or the incremental update since the last broadcast). The hy-
brid stations on receiving the broadcast can update its state
accordingly. Also, this can help in the hybrid station using
the network addresses that were allocated for mobile-stations
that have left the cell, for other mobile-stations.

• Security: While source-destination pairs in a cellular net-

work communicate directly through the base-station, in the
proposed approach they would have to rely on other peer sta-
tions to relay packets. This can potentially be a security is-
sue. Although the base-station can be treated as a trusted
entity, other peer stations in the network need not be nec-
essarily trustworthy. Hence, the proposed approach might
potentially suffer from the same security problems that ex-
ist in pure peer-to-peer networks. Authentication, confiden-
tiality, integrity, availability, and non-repudiation are the key
security issues that need to be solved anew for peer-to-peer
networks [34]. However, by virtue of mobile-stations al-
ways having connectivity with the base-station (and hence
the backbone infrastructure), authentication, availability, and
non-repudiation can still be solved by the same solutions that
exist in conventional cellular networks. Moreover, confiden-
tiality in the proposed model is only as big a problem as in
cellular networks, since transmissions are being done on a
shared medium and other stations can snoop information al-
though they are not being used as relays. However, integrity
is a genuine problem that needs to be addressed specifically
in the proposed approach, in order for it to be a practical
solution. In particular, the issue is, when packets are being
forwarded by other peer stations, how it can be ensured that
the packets are not “corrupted” on the path to the destination.
While sophisticated cryptography-based solutions can be ex-
plored, a simpler solution is more desirable. For example,
in a simple solution that would detect any compromise of
integrity, stations can randomly send duplicate data packets
across to the base-station through a separate control channel
dedicated for the purpose. Depending on whether the flow
is intra-cell or inter-cell, either the destination or the base-
station can verify if packets are indeed being corrupted by
comparing the duplicates. If the duplicates differ, it can be
inferred that one of the stations on the multi-hop path is com-
promising the integrity of the information being forwarded.

• Pricing: While the proposed approaches rely on cooperation
between mobile-stations, a very reasonable question to ask
is: why would the stations want to participate in the coopera-
tive operations? While mobile-stations that have data to send
might participate because of the perceived performance im-
provement, the same cannot be said about the hybrid stations
and mobile-stations that do not have any data to send. One
potential scheme to convince such stations to participate is to
provide them with a share of the excess revenue generation
because of the cooperation. Specifically, customers who are
willing to “convert” their static hosts into hybrid stations can
be provided with a share of the revenue generated from flows
that they serve.

5.2 Summary
The scarce resources of wireless packet data networks are being

severely exposed by the significant growth in mobile-user popu-
lace. While several approaches at different layers of the network
protocol stack have been proposed to improve the performance, a
new set of approaches proposed in literature has focused on alter-
nate network models to the traditional cellular network models. A
commonality between these approaches is that they employ peer-
to-peer communication. In this paper, we study the true impact of
using peer-to-peer communication in a cellular wireless packet data
environment. We conclude that while peer-to-peer communication
has its benefits in terms of better spatial reuse characteristics, the
benefits get translated into only better throughput per unit power,
with the throughput showing degradation. We identify and discuss



the reasons behind this observation. Finally, we also propose a set
of three approaches - assisted scheduling, hybrid stations, and dual
mode access, that when used in tandem with peer-to-peer commu-
nication translate its spatial reuse benefits into better throughput,
and power consumption performance. The proposed approaches
achieve the performance enhancement while providing fair service
and being resilient to mobility.
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