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Abstract— In this paper, we propose a hybrid network model
called Sphinx for cellular wireless packet data networks. Sphinx
uses a peer-to-peer network model in tandem with the cellular
network model to achieve higher throughput and lower power con-
sumption. At the same time, Sphinx avoids the typical pitfalls of
the pure peer-to-peer network model including unfair resource
allocation, and throughput degradation due to mobility and traffic
locality. We present simulation results showing that Sphinx out-
performs the cellular network model in terms of throughput and
power consumption, and achieves better fairness and resilience to
mobility than the peer-to-peer network model.

I. INTRODUCTION

The increasing population of mobile Internet users in recent
years has severely exposed the limitations of existing wireless
packet data networks. Next generation wireless systems have
projected data rates significantly lower when compared to their
wireline counterparts. While this has inspired several research
efforts toward improving wireless data performance, an inter-
esting solution proposed by some recent research works is us-
ing a combination of the cellular network model with a peer-
to-peer network model hitherto used only in a special class of
wireless networks called ad-hoc networks. By using peer-to-
peer communication in a conventional cellular network, perfor-
mance improvements such as increased data rate [1], reduced
transmission power [2], enhanced network capacity [3], better
load balancing [4], and extended coverage area [5] have been
demonstrated.

Notwithstanding the performance enhancements achieved
when incorporating peer-to-peer communication in a cellular
network, the shortcomings of such hybrid approaches lie in the
adoption of the peer-to-peer network model on an “as-is” basis
without addressing its limitations and impacts on the overall
performance, namely greater vulnerability to mobility [6], un-
fairness problems [7], and severe throughput degradation for
certain kinds of traffic locality [8].

In this paper we contend that while it is desirable to leverage
the advantages of the peer-to-peer network model in terms of
throughput and power consumption, its pitfalls in terms of un-
fairness and performance degradation due to mobility and traf-
fic locality, need to be addressed and if possible eliminated. We
present a hybrid network model called Sphinx that allows for
the optimal use of the cellular and peer-to-peer network models
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in tandem. We show that Sphinx exhibits the high throughput
and low power consumption characteristics of peer-to-peer net-
works, and at the same time achieves the fairness and mobility
resilient characteristics of cellular networks. Furthermore, we
believe that the fundamental design elements of Sphinx can be
applied in any hybrid approach to alleviate the negative side-
effects of using a peer-to-peer model.

The rest of the paper is organized as follows: In Section II
we present the motivation for the hybrid network model. In
Section III we describe the Sphinx hybrid network model. In
Section IV we present simulation results evaluating the perfor-
mance of Sphinx, and in Section V we discuss several design
issues. Finally, in Section VI we discuss some related work
and conclude the paper.

II. MOTIVATION

A cellular network consists of a collection of mobile stations
served by a central coordinating entity called the base-station.
The base-station arbitrates the channel allocation between the
mobile stations. In contrast, in a peer-to-peer network, mobile
stations establish a network without the aid of a backbone in-
frastructure. Sources and destinations communicate with each
other through multi-hop paths consisting of peer-stations in the
network. In the followings, we identify the trade-offs between
the two network models, and thus motivate the need for a hy-
brid network model.

A. Peer-to-Peer Networks vs. Cellular Networks

• Throughput: Stations in the peer-to-peer network use
short-range transmissions. This has two consequences:
(i) an increase in the degree of spatial reuse in the net-
work, and (ii) an increase in the number of hops to be
traversed end-to-end by a packet. Assuming that nodes
are distributed randomly on a unit area disk, the num-
ber of simultaneous transmissions possible (spatial reuse)
increases with the number of nodes n in the network,
namely O(n). On the other hand, the distance in num-
ber of hops between the source and destination increases
as O(

√
n), resulting in a per-flow achievable rate that is

of the order of O( C√
n
), where C is the capacity of the

underlying channel [9]. Compared to the per-flow rate
achievable in a cellular network O(C

n
), the peer-to-peer

network has a higher throughput by a factor of O(
√

n).



• Power Consumption: In wireless communications, the
received signal power is of the order of O( 1

dk ) when the
transmitter and the receiver are separated by the distance
d. The attenuation factor k usually varies between 2 and
6 depending on the signal propagation model used. In a
cellular network with cell radius d, the power used for a
packet transmission is then of the order of O(dk). On the
other hand, in a peer-to-peer network where transmission
range is reduced to O( d√

n
), and the number of hops is

increased to O(
√

n), the power used for transmitting a
packet end-to-end can be computed to be lower than that
in the cellular network by a factor of O(

√
nk−1).

B. Using Peer-to-Peer Communications in Cellular Networks

Although the above factors make the peer-to-peer model an
attractive alternative to the cellular model, it suffers from three
critical drawbacks when used in cellular packet data networks:
• Impact of Traffic Locality: The peer-to-peer model is

typically used in stand-alone networks where both the
source and destination are within the same cell (or net-
work). On the other hand, in a wireless network con-
nected to the backbone Internet, flows will primarily have
either the source or the destination outside the cell. All
such flows will then use the base-station as the destina-
tion even when functioning in the peer-to-peer mode. As
the number of such flows increases, the contention in the
local neighborhood of the base-station will increase re-
sulting in throughput degradation. In the extreme scenario
when all flows are non-local, the throughput in the peer-
to-peer model may be even lower than that in the cellular
model due to significantly reduced spatial reuse and inef-
ficiency of the distributed medium access protocol used in
the multi-hop peer-to-peer network model [8].

• Fairness: In cellular networks, each flow in the network
gets a fair allocation of the network resources under the
base-station’s coordination. However, in peer-to-peer net-
works, the throughput observed by a flow will depend on
the absolute and relative locations of the source and des-
tination of the flow. Although sophisticated protocols can
be used to reduce unfairness [7], due to lack of a cen-
tral coordinating entity the fairness exhibited by the peer-
to-peer model will not be as good as the cellular model.
While such a service model is sufficient in military en-
vironments or emergency-relief applications where there
are no other communication options, it will not suffice in
a commercial environment where users are less likely to
tolerate unfair allocation of resources.

• Impact of Mobility: In a peer-to-peer network, mo-
bility of stations can result in two distinct phenomena:
(i) network partitions, and (ii) route failures and re-
computations. Both result in a degradation of the through-
put [6]. However, in a cellular network, since the stations
communicate directly with the base-station, and the base-

station coverage area is much larger, they do not experi-
ence either of the above phenomena frequently. Hence,
the flow throughputs are relatively less affected by mobil-
ity in cellular networks. In the rest of the paper, we use
the term mobility to refer to the movement of mobile sta-
tions within the coverage area of the base-station in the
cellular model.

The goal of the Sphinx hybrid network model is thus to com-
bine the throughput and power consumption advantages of the
peer-to-peer model with the fairness and resilience to mobility
advantages of the cellular model.

III. THE HYBRID NETWORK MODEL

A. Overview

The Sphinx hybrid network model is based on a regular
cellular infrastructure with a base-station that supports a dual
mode of operation. The cellular and peer-to-peer modes are
provided time-divisioned access to the channel.1 When oper-
ating in the cellular mode, mobile stations communicate di-
rectly with the base-station as in a conventional cellular net-
work, and do not interact with other mobile stations. In the
peer-to-peer mode, mobile stations act as routers for other mo-
bile stations in the network without the aid from the base-
station. In the initial state of the system, all flows are served in
the peer-to-peer mode by virtue of the higher throughput and
lower power consumption. A flow served in the peer-to-peer
mode is switched to the cellular mode in Sphinx whenever its
performance (throughput) degrades (lower than the expected
throughput of the flow in a pure cellular network) due to topol-
ogy constraints or mobility.

Periodically, mobile stations monitor the throughputs for
each of the flows which they act as the sources. If the through-
put of a flow during the last measurement period is less than a
threshold value, the mobile station requests the base-station to
serve the flow in the cellular mode. Flows served in the cellular
mode do not receive any service in the peer-to-peer mode and
vice-versa. However, irrespective of which flows are selected
to be served in the cellular mode, all mobile stations participate
in packet forwarding during the peer-to-peer mode.

In the event of mobility, flows being served in the peer-to-
peer mode can experience throughput degradation either be-
cause of network partitioning, or because of the overhead in-
volved in the distributed route re-computations. In either case,
the flow will be served in the cellular mode thereon. Network
partitions are detected by mobile stations experiencing route
errors for a threshold amount of time. Even in the absence of
route errors and network partitions, a flow served in the peer-
to-peer mode can still be switched over to the cellular mode
because of experiencing low throughput.

By default, flows served in the cellular mode are periodi-
cally reverted back to the peer-to-peer mode, and have their

1Note that although we use time-division to split the channel, the architec-
ture does not stipulate a specific channel division scheme and other schemes
like frequency-division or code-division can also be employed.



throughputs monitored. A flow selected for cellular service
because of a network partition is reverted back when the net-
work re-configures such that the flow is no longer partitioned
(when the routing protocol discovers routes).

B. Algorithm

n → number of flows in the network
SF → set of flows currently operated in cellular mode
cT → time division allocation for cellular mode
rp → cellular mode repetition period
mp → throughput monitoring period
up → division update period
Tp(i) → route partition timer (timeout=pp) for flow i

Ts(i) → cellular mode sojourn timer (timeout=sp) for flow i

M(i) → mode of operation {CELLULAR, PEER} for flow i

P (i) → peer-to-peer mode connectivity {PARTITION, CONNECT} for flow i

g(i) → throughput over mp for flow i

G(i) → aggregate throughput for flow i

R(i) → reference throughput for flow i

Fig. 1. Variables Used in the Hybrid Model Algorithm

Fig. 1 lists the variables used in the algorithm of the hybrid
network model, and Fig. 2 presents the algorithm at the mobile
and base-station. The channel is time-divisioned into periods
of length rp, which is further divided between the cellular and
peer-to-peer modes (lines 1-2). Each mobile station periodi-
cally monitors the throughput in an interval of length mp, and
requests the base-station to serve its own flow in the cellular
or peer-to-peer mode (lines 3-6) based on the observed perfor-
mance. The base-station periodically consolidates such request
and broadcasts the latest time-division to use in the next period
of length up based on the number of flows served in the cellular
mode (lines 36-37). We assume the use of a separate control
channel for the above information exchange. For clarity, in the
following discussion we also assume that each mobile station
acts as a source for exactly one flow, and hence the number of
flows n is equal to the number of nodes in the network.

Every mp time units (set to multiples of rp), each mobile
station monitors its per-flow throughput and decides if it needs
to switch its mode of operation. Specifically, a mobile station i

keeps track of the short-term throughput g(i) (over the last mp

period), and long-term throughput G(i) (since its inception),
for the flow it acts as the source. A mobile station switches
its flow to the cellular mode only if both the short-term and
long-term throughputs are lower than the reference through-
put R(i) it would have observed in a pure cellular network.
The reference throughput is a lower bound on the throughput
a mobile station desires to enjoy, and is decided when the mo-
bile station initially joins the network (say, as part of the reg-
istration phase). For simplicity we assume that the reference
throughput is C

2∗n for intra-cell flows, and C
n

for flows with the
source or destination outside the cell. Therefore, in the fairness
model supported by Sphinx, every individual flow will receive
a throughput that is no less than R(i) − δ, where R(i) is the
expected throughput in the cellular network model, and δ is a
small constant.

At Mobile Station i

Every rp time:
1 participate in cellular mode for cT period
2 participate in peer-to-peer mode for the remaining period

Every mp time:
3 if M(i) is PEER and g(i) < R(i) and G(i) < R(i)
4 send request[i, JOIN] to the base-station
5 elseif M(i) is CELLULAR and G(i) > R(i) and P (i) is CONNECT
6 send request[i, LEAVE] to the base-station

Selective Dequeue:
7 in cellular mode
8 if M(i) is CELLULAR
9 dequeue only packets belonging to flow i

10 else do not dequeue any packets
11 in peer-to-peer mode
12 if M(i) is PEER
13 dequeue head-of-line packets
14 else dequeue only packets not belonging to flow i

Receive division[time t, set S]:
15 cT ← t

16 if i ∈ S

17 M(i)← CELLULAR
18 start Ts(i) if not set
19 else
20 M(i)← PEER
21 stop Ts(i) if set

Callback from routing protocol with reason r:
22 if r is ROUTE-ERROR
23 start Tp(i) if not set
24 elseif r is ROUTE-OKAY
25 P (i)← CONNECT
26 stop Tp(i) if set
27 if M(i) is CELLULAR and Ts(i) expired
28 send request[i, LEAVE] to base-station

When partition timer Tp(i) expires:
29 P (i)← PARTITION
30 if M(i) is PEER
31 send request[i, JOIN] to base-station
32 else start route probes until P (i) is CONNECT

When sojourn timer Ts(i) expires:
33 if P (i) is CONNECT
34 send request[i, LEAVE] to base-station

At Base-Station
Every rp time:

35 participate in cellular mode for cT period
Every up time:

36 cT ← rp ∗ |SF |
n

37 broadcast division[cT , SF ] to mobile stations
Receive request[mobile station i, action a]:

38 if a is JOIN
39 SF ← SF + {i}
40 else SF ← SF − {i}

Fig. 2. Algorithm of the Hybrid Network Model

A flow in the peer-to-peer mode may be switched to the cel-
lular mode due to topology or mobility induced network parti-
tions, as well as throughput degradation. Mobile stations dis-
cover a network partition via the callback from the peer-to-
peer routing protocol (lines 22-28). A mobile station operating
in the peer-to-peer mode considers itself partitioned from the
destination and switches its flow to the cellular mode if such
route errors last for more than a duration of length pp (lines
29-32). Note that even if route errors do not trigger a switch
to the cellular mode, the mobile station may still switch to the
cellular mode due to throughput degradation (lines 3-4).

When a mobile station i switches its flow to the cellular
mode, a timer Ts(i) is associated with the flow (line 18). The
timeout sp is the amount of time the flow will stay in the cel-



lular mode before it will be reverted back to the peer-to-peer
mode (lines 33-34). Flows that are not partitioned anymore,
but were switched to the cellular mode because of a partition,
are also reverted back to the peer-to-peer mode (lines 27-28).

Every up time units, the base-station consolidates requests
from mobile stations to join or leave the cellular mode. It then
sends to the mobile stations the updated set of selected flows
SF to operate in the cellular mode and the corresponding time-
division cT to be used for the next up period (lines 36-37).
Each mobile station, upon receiving the updated information
from the base-station, sets its cT timer, updates its mode of
operation M(i), and appropriately configures its link layer for
selective dequeue. A mobile station in the cellular mode can
dequeue packets in its link buffer only if it is selected to op-
erate in the cellular mode (lines 7-10). However, in the peer-
to-peer mode all mobile stations dequeue and forward packets
normally, except for those flows that can be dequeued in the
cellular mode (lines 11-14).

When operating in the cellular mode, the base-station and
mobile stations communicate directly as in a conventional cel-
lular network. For example, the base-station can perform direct
polling (as in WLANs) or broadcast a transmission schedule
(as in WWANs) to the subset of mobile stations in SF . Flows
coming into the cell from the distribution network are served
under the same fairness scheme used for serving outgoing or
intra-cell flows.

IV. SIMULATION RESULTS

A. Simulation Model

We use the ns-2 network simulator [10] for simulations
presented in this paper. The followings are the elements of
the simulation model: (i) Topology: All simulations are run
using a topology with 100 nodes randomly distributed in a
1500m × 1500m grid. The average, minimum, and maxi-
mum degrees of a node in the network is approximately 7.3,
1, and 14 respectively with a standard deviation of 3. The
density of the network is thus non-uniform, hence not causing
any bias toward one of the two network models. (ii) Physical
Layer: The signal propagation model used is a combination
of a free space propagation model ( 1

r2 ) and a two-ray ground
reflection model ( 1

r4 ). The channel data rate is set to 2Mbps
and the transmission range to 250m. (iii) Medium Access
and Routing Layers: The cellular model is simulated using
the IEEE 802.11 MAC protocol in PCF mode and the peer-
to-peer model is simulated using the DCF mode. We use the
“Dynamic Source Routing” (DSR) protocol [6] for the routing
layer in the peer-to-peer model. (iv) Traffic: In all of the sim-
ulations, TCP flows are used as the transport protocol by virtue
of its prevalence in the Internet. A constant-bit-rate (CBR) ap-
plication is used on top of TCP to have fine control over the
offered load. We use 50 flows with randomly chosen source-
destination pairs in the network. Although various loads were
used, we present results only for a per-flow offered load of

48Kbps. (v) Mobility: We use the way-point mobility model
[6] supported in ns-2 for generating the scenarios with mobil-
ity. Node movements with zero-second pause time and maxi-
mum speed from 0 m/s to 20 m/s are simulated. As mentioned
in Section II we consider only one base-station cell in the sim-
ulations, and node movements are confined within the cell. For
results presented in this section, mobility is enabled only when
considering the impact of mobility.

B. Impact of Traffic Locality
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Fig. 3. Impact of Traffic Locality

Fig. 3(a) shows the throughput performance of the three net-
work models for different percentages of flows having either
the source or destination outside the cell. The performance of
the peer-to-peer model starts decreasing as the percentage of
such flows increases, and falls down to much below the per-
formance of the cellular network for a scenario where 100%
of the flows have either their source or destination outside the
cell. It is thus evident that using peer-to-peer communication
in cellular networks may exhibit poor throughput performance
for certain traffic pattern. While the throughput of Sphinx does
decrease initially, it does not fall below the throughput of the
cellular network. Instead, when the cellular model starts per-
forming better than the peer-to-peer model, Sphinx adapts itself
(by switching more flows to the cellular mode) and starts track-
ing the performance of the former. In essence, Sphinx adapts
its point of operation between the pure peer-to-peer mode, and
the pure cellular mode depending on the state of the network,
and always achieves a performance level that is equal to or bet-
ter than that of the other two models. Fig. 3(b) shows the
average per-node power consumption for the same scenario.
As evident, the power consumption for the cellular model is
much higher than that in the peer-to-peer model. Moreover,
as the number of non-local flows increases, the cellular model
consumes more power due to throughput increase (as observed
in Fig. 3(a)). On the other hand, the peer-to-peer model con-
sumes less power due to reduced spatial reuse and packet trans-
missions (which account for throughput decrease). Because
Sphinx adapts itself to track the higher throughput of the two
models, as the number of non-local flows increases, more and
more flows are switched to the cellular mode which inherently
requires higher transmit power. Note that even when all the
flows have the destination and source inside the cell, in Sphinx



some flows are operated in the cellular mode (its power con-
sumption is higher than a pure peer-to-peer model at the 0%
point). The difference is due to the fairness model that Sphinx
supports, as explicated in the next section.

C. Fairness
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Fig. 4. Throughput Distribution

In Fig. 4(a) and Fig. 4(b), we present the per-flow through-
put distribution in the peer-to-peer model and Sphinx respec-
tively. The average throughput of the cellular model is also
shown in both figures for comparison. It can be seen that al-
though the average throughputs of the Sphinx and the peer-
to-peer model are both higher than that of the cellular model,
Sphinx achieves a much better distribution of throughput with
none of the flows observing throughputs much lower than the
cellular model. This is an important property of Sphinx be-
cause some flows in the peer-to-peer model will “starve” (as
discussed in Section II) despite the high average throughput ex-
hibited by the network. Sphinx thus maximizes network capac-
ity while ensuring no flows will suffer from throughput degra-
dation as in a pure peer-to-peer model. The marginal through-
put deviation experienced by some flows is the allocation de-
viation δ introduced in the algorithm.

D. Impact of Mobility
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Fig. 5. Impact of Mobility

In Fig. 5(a), we present simulation results that illustrate the
impact of mobility on the throughput in the three network mod-
els. The performance of the peer-to-peer network model de-
grades significantly with increasing mobility. As discussed in
Section II, the throughput degradation is because of network
partitions and route re-computations. The performance of the

cellular model is not affected by mobility as the mobility sim-
ulated is intra-cell mobility. Sphinx, on the other hand, per-
forms better than the cellular model in the low mobility sce-
narios (where a majority of flows function in the peer-to-peer
mode), and performs better than the peer-to-peer model at high
mobility rates when flows are switched to the cellular mode ei-
ther because of network partitions or low throughputs due to
frequent route re-computations. Fig. 5(b) shows the percent-
age of time Sphinx spends in the cellular mode. It shows that
as mobility increases, Sphinx adapts its point of operation to-
ward the cellular mode to achieve a better performance at high
mobility rates.

E. Summary of Results

We have shown that the Sphinx hybrid model achieves better
throughput, and power consumption performance than conven-
tional cellular networks. At the same time, it manages to solve
the unfairness, mobility induced performance degradation, and
traffic-locality related throughput degradation that pure peer-
to-peer networks suffer from.

V. DESIGN ISSUES

In this section, we briefly discuss several design issues and
alternative approaches for the algorithm used by Sphinx.
• Throughput Monitoring: Sphinx requires periodic

throughput monitoring at each mobile station. While
throughput monitoring can be performed either at the
source or at the destination, in this paper we present an
approach where the source is aware of its flow throughput.
The source can obtain such information by monitoring the
reverse traffic (e.g. ACKs in TCP traffic), or by having the
destination feedback the information to the source period-
ically. Note that if the source cannot obtain the throughput
of the flow it serves, the flow can still be switched to the
appropriate mode by having the destination send the join
or leave request directly to the base-station on behalf of
the source.

• Base-Station Centric vs. Mobile-Station Centric: In
the algorithm presented in Fig. 2, mobile stations are re-
sponsible for monitoring the throughput and making the
decision as to which mode to operate in. While such de-
sign places additional overheads on the mobile station, the
advantage is the reduced complexity at the base-station.
An alternative approach is to let the base-station perform
throughput monitoring and make the switching decisions
for all flows in the network (the mobile station only needs
to periodically feedback the throughput it observes). The
overheads at the mobile stations will be greatly reduced
at the expense of the increased complexity at the base-
station. Interested readers are referred to [8] for a base-
station centric approach for the hybrid network model.

• Mode Multiplexing: In the hybrid network model, flows
are restricted to be served exclusively either in the cellular



or peer-to-peer mode by the use of selective dequeue. If
flows are allowed to transmit in both modes, they will ex-
perience frequent out-of-order delivery at the destination,
which will in turn adversely impact TCP’s performance.
However, note that during the transition from the peer-to-
peer to cellular mode, packets transmitted in the peer-to-
peer mode just before entering the cellular mode will still
be delivered later than the packets transmitted during the
cellular mode. A possible solution to address this problem
and relieve the constraint is to use a transport protocol that
is capable of multiplexing multiple paths (as opposed to
TCP that is designed only for a single path) [11].

• Multiple Channels: The Sphinx hybrid network model is
a generic approach that can be deployed in both local-area
(WLANs) and wide-area (WWANs) wireless networks.
Although we present the algorithm as one that multiplexes
the cellular and peer-to-peer modes over a single channel
(in an environment such as IEEE 802.11 WLAN), it can
be extended to a multi-channel environment such as 3G
WWAN. Several multi-channel MAC protocols for peer-
to-peer networks have been proposed that show the abil-
ity to achieve performance improvement by using mul-
tiple channels (see, for example, related work presented
in [12]). Therefore, if mobile stations use such multi-
channel protocols in the peer-to-peer mode, Sphinx can
be generalized in a multi-channel environment to a hy-
brid network model that optimally divides the number of
channels (from the pool of channels) to use in the cellular
and peer-to-peer modes.

VI. RELATED WORK AND CONCLUSIONS

A. Related Work

In this section, we discuss some related work that incor-
porates peer-to-peer communication in conventional cellular
networks to enhance the system performance. In [1], a pro-
posal under the 3GPP organization, a new relaying protocol
called “Opportunity Driven Multiple Access” (ODMA) is used
to maintain high data rates at the boundaries of a cell. Re-
laying seeds or terminals are deployed to relay traffic for mo-
bile stations in the low-data-rate area (boundary) of the cell via
multi-hop transmissions. However, the ODMA protocol does
not address and thus suffers from throughput degradation due
to mobility and traffic locality, which in the worst case can nul-
lify the advantage of high speed relaying, producing decreased
end-to-end throughput. Notwithstanding, ODMA incorporates
peer-to-peer relay specific channels (ORACH and ODCH) in
the 3G UTRA/TDD frame structure, which can be potentially
used by Sphinx to increase the network performance.

In [2], the authors propose a new wireless network model
called “Multi-hop Cellular Network” (MCN). Briefly, the
model involves mobile stations farther away from the base-
station communicating with the base-station using a multi-
hop path consisting of other mobile stations. In their MCN-p

model, the transmission power of the base-station and mobile
stations are reduced to achieve throughput increase and power
reduction. Because the transmission range of the base-station
does not cover the whole cell, MCN suffers from the disadvan-
tages of a pure peer-to-peer model.

In [4], the authors propose a network model called “Inte-
grated Cellular and Ad-hoc Relay” (iCAR) that involves spe-
cial stations called ad-hoc relay stations (ARSs) to complement
a conventional cellular network model. The ARSs are strategi-
cally placed between regular cells in the network to help relay
data in a congested cell through a neighboring non-congested
cell. Although iCAR enhances traffic load balancing between
cells, it requires the underlying channel to be split between the
regular base-stations and the ARSs, thus reducing capacity in
cells where mobile stations do not require an ARS or cannot be
served by an ARS. Unavailability of ARSs and heavily loaded
neighboring cells further pose problems of peer-to-peer com-
munications in terms of unfairness and traffic locality.

B. Summary

In this paper, we present a new hybrid network model called
Sphinx for wireless packet data networks which combines the
advantages of the cellular and peer-to-peer network models.
It has the following properties: (i) higher throughput, and (ii)
lower power consumption than conventional cellular networks
and, (i) better fairness, and (ii) more resilience to mobility and
traffic locality than peer-to-peer networks. We present simula-
tion results which substantiate our claims that Sphinx performs
better than the cellular and peer-to-peer network models.
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