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Abstract. Inthispapemwe studytheimpactof themediumaccesgontrol(MAC)
layerandtherouting layer on the performarce of a multi-hop wirelessnetwork.
At the mediumaccessontrol layer, we argue that the notion of pernodefair-
nessemployedby the IEEE 802.11standards not suitablefor a multi-hop wire-
lessnetwork whereflows traversemultiple hops.We proposea nevw MAC proto-
col thatsuppats prioritized pernodefairnessandsignificantlyimprovesperfor
mancean termsof boththroughputandfairnessAt theroutinglayer, we shav that
load balancedouting improves performanceegardlessof the natureof the un-
derlying MAC protocol.Moreover, we shav thatanidealload balancedouting
protocd shoud take into accoun both the hop courts and the capacitiesvhen
compuing the optimal path. We proposea new routing protocol thatimproves
performane over the corventioral shortest-widegpathrouting.

1 Introduction

Ad-hac networks are multi-hop wirelessnetworks that lack the servicesof an estab-
lished backtlone infrastricture. They are typically formed by a collection of mobile
stationscoopeatively establishinga multi-hop wirelessnetwork. In recentyears,nu-
merots appoacheshave beenpropasedfor routing [6, 7,11-13], andmediumaccess
contrd (MAC) [1,4,10]in ad-h@ networks. While a majoiity of theroutingprotccols
aresimilar to shortesipathrouting in thatthey usehop countasthe optimization met-
ric, the MAC schemesremainly basedon the CSMA/CA protocd. In this paperwe
revisit the throughpu andfairnesspropertiesof shortesipathroutingand CSMA/CA
basedVAC praocolsin ad-ha@ networks. We shaw through simulatiors thatthe end-
to-endthroudhputandfairnesspropertiesof theserouting andmediumaccessontol
schemesarepoa. We presensimplealgorithns atthe two layersthatsignificantlyim-
prove thethroughput andfairness.

We make two key contrikutionsin this paperi(i) We demastratethatexistingMAC
protacols for ad-ha networks (e.g.IEEE 802.11 [2]), basedon the pernode fairness
paradgm of CSMA/CA, do not provide end-toendthroughpu fairnessWe argue for
a departwe from the notion of pernade fairnessto that of perflow fairness\We then
presenta new MAC protocolthat hasa per-flow notion of fairnessfor chamel access
andachievesimprovedend-teendthroughputfairness(ii) We show thatloadbalance
routing notonly canimprovetheend-teendthroudhputobsenred by flows, but alsocan



have a positive impacton thefairnessobsered by flows. We arguethata corventianal
load balancedschemesuchasshortest-widespathalgoithm will not provide optimal
resultsin ad-hoc networks. Finally, we presenta new load balarcedrouting algorithm
thatis suitablefor thetarget ervironment.

The restof the pape is organizedasfollow: Section2 presets the protocds and
algoritmsthatwe usein therestof the paper Section3 descrilesthe simulationmodel
including thetopology andtraffic geneation. Section4 presentshe simulationresults.
Section5 discussesomeissuesandcondudesthe pager.

2 Algorithms

2.1 Medium Access Control

We usethe IEEE 80211 MAC protacol astherefererce protool. In orderto alleviate
ary unfairnessthatthe implemertation of IEEE 802.11 protocol might contritute [8],
we have implementedanideal, pernode-fairnessbasedviAC protacol (ILP) similarto
theonepresentedh [9]. ThelLP algorithm attemptgo provideideal,pernodefairness,
andgiven a certainfairnesdevel triesto maximze the throughpu. Finally, we usean
ideal perflow-fairnessbasedMAC protacol (IFP) that incomporatespriorities in the
ILP algorithm, wherethe priority of a nodeis setproportiond to the numker of flows
traversingthenock. Figurel presents pseudoeodefor thelFP pratocol. Sectiond will
presenthesimulationresultscomparingthethreeprotocds.

2.2 Routing

We usea simple shortestpath routing algorithm as the refererce protacol. Initially,
we showv that the shortest-widespath algoithm is not suitedto the ad-ha@ network
ernvironmen. For therestof the simulationswe adop a new loadbalancedouting al-
gorithm that takesinto account both the capacity(width) andthe hop court (length
alonga path.We assigna weightw to eachlink” in the network, wherew is propor-
tionalto theamount of cortentionatthatlink dueto existing flows in the network. The
shortest-wiéstpathalgorithmwould thentranslatento finding the pathwith the min-
imum maximun-weight(MMW), while the new algorithm would involve finding the
pathwith the minimum aggegateweight(MAW). Figure2 presets the algoithm for
the MAW protocd. Notethata variationof Dijkstra’s algoiithm (minimum maxinum-
weightinsteadof minimum aggreate-weidnt) canbe usedto achie’e MMW routing
with the samealgoithm asshown in Figure2. We shaw thatthe MAW algorittm per
forms betterthanthe MMW algorithm in termsof the meanandvariarce of theend-te
endthroughpu. Finally, we demanstratethattheloadbalarcedalgorithmimprovesthe
fairnesdgrrespectve of whethertheundetying MAC protacol is fair or unfair.

3 Simulation M odel

We usethe ns2network simulatorfor our simulationg3]. While we have usedtopolo
gies of varying sizes(50, 100, and 200 nodesrespectrdy) for our simulations,we



Input:
SetF of source-destirtéon pairs(s;, d;)

VectorDegree
whereDegree(s;) is thedegreeof nodes;
Vector NumberQ f Flows
whereNumberO f Flows(s;) is thenumberof flows traversingnodes;
Vector Priority
wherePriority(s;) is the priority associateavith nodes;
Vector Allocation

whereAllocation(s;) is thenumberof time slotsallocatedto nodes;

(Both Priority(k) and Allocation(k) aresetto O for all k£ during network
initialization. Thevaluescarry over acrossterationsof thealgorithm
presetedbelow.)

Output:
SetT of source-destinatiopairsallowedto transmitin the currenttime slot
Updatedvector Priority
Updatedvector Allocation

Algorithm:
Initialize setT to anemptyset
While F' is notempty
Find (Si, dl)
suchthats; hasthemaximumvaluein thelexicographic
orderingof (Priority(s;), —Degree(s;)) for all s; in F
Remoe (s;,d;) from F
Add (Si, dl) toT

For eachpair (s;,d;) in F
If nodes; is adjacento node d;
Remave pair (s;, d;) from F'
If noded; is adjacento nodes;
Remave pair (s;, d;) from F

For eachpair (s;,d;) in T
IncrementAllocation(s;) by 1
Priority(s;) + —Allocation(s;)/NumberO f Flows(s;)

Fig. 1. Ideal Per-Flow-FairnessBasedVIAC Protocol (IFP)

presentonly the resultsfor the 100 nodetopdogy in this paper The nodes are uni-
formly distributedin a 150m x 150mgrid. Thesimulationscenariopresentedh this
paperdo not have ary mohlity . We will revisit theissueof mobility laterin Section5.
The datarate of the undelying chanrel is setto 2 Mbps, andthe transmissiorrange



Input:
SetF of source-dstinationpairs(s;, d;)

Output:
SetR of routesfor all source-destinationgairsin F

Algorithm:
Initialize R to anemptyset
Initialize weight(s;) to 1 for all s;

For eachpair (s;, d;) in F
UseDijkstra’s shortespathalgorithmto obtainrouter;
For eachnodem onrouter; exceptfor d;
Incrementweight(m) by 1
Incrementweight(q) by 1 for all ¢ thatis adjacento m
Insertr; in R

Fig. 2. Load BalancedRouting

is setto 250m Thetraffic in the network consistsof 25 bi-directional TCP flows be-
tween25 pairs of randmly (uniformly distributed) chosensource and destinations.
Thesimulatiors arerun for aperiodof 100second. Eachdatapoint is anaverageover
10 simulationsrun with different seedgfor the randan distribution. We usethe mean
andthe deviation as the metricsto compate the throughput and fairnessrespectively
Unlessothewise specifiedtheroutingpratocol usedis shortespathrouting (SPR).

4 Simulations

4.1 MAC and Fairness

In Figure 3, we presenthe normalizeddeviation of the end-teendthroughput for the
threeMAC pratocols. We definenormadized deviation for a scenarioas the standad

deviation normalizel by themeanthroudhputachieved for thatscenarioAs seen)EEE
80211 exhibits a high degree of unfairness Note thatin additionto the reasos given

shortly, IEEE 80211 hasbeenshavn to exhibit unfairnessevenwhenproviding per

nodefairnessandthis accountsfor thedifferencein its perfamancevhencompaedto

the ILP algorittm. The differencein perfomancebetweenLP andIFP canbe briefly
explainedasfollows: In ILP, nodesaregiven“equd”’ accesso thechannéirrespectie
of the numter of flows traversingthem. This resultsin loweredthroughputfor flows
thattraversenoces handing morenumter of flows. However, in IFP, nocesaregiven

accesgo thechannéin proportion to the number of flows for whichthey actasrelays
(routers).Hence flows arenot pendized for traversing“congested”nodes. This results
in theimprovedfairnesdor IFP.
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Fig.3. MAC andFairness

4.2 Load Balanced Routing

In Figure4, we presenta compaison betweenthe meanthroughpu achieved by the
MMW (minimum maximum-weigh, or shotest-widespath),andthe MAW (minimum

aggregate-weidpt) algoithmsrespectiely. As obsered,theMAW algoiithm offerssig-

nificantly morethrowghpu thanthe MMW algoiithm irrespectie of the MAC protccol

used.Thereasorbehindtheimprovemert is the factthatthe network is moderatelyto

heavily loadel (16 kbpsto 256kbps), andin suchscenarioshelongerhopcounts(8.86

hops)of the MMW algorithm resultsin the network beingoveloadedsoonerthanin

the caseof the MAW algorithm (5.@ hops).Briefly, the larger numker of hop counts
resultsin moreusageof the undetying network capacity

Usage ~ NumberO fFlows x AverageHopCount * AverageFlowRate

As long asthe total usageis lessthanthe network capacity[5], the impactof larger
hop countsis not noticed. However, whenthe network is heavily loaded it is more
likely thatthe larger hop court will resultin the network beconing overloadedsooney
resultingin poa performarce.

While the MAW algorithmis betterin termsof the meanthrowghpt, it canbeseen
from Figure 5 thatthealgorithm perfamsbetterin termsof thefairnesslso.Recallthat
thenormdized deviation, andnotthe absolie deviation, is usedasthefairnessndex.

4.3 Routing and Fairness

In Figure6, we presehtheimpad of therouting algorithmon the end-toendthrough-
putfairness.We agan usethenomalizeddeviation asthe metricfor fairnesswhenthe
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Fig. 4. LoadBalancedRouting:Mean

undelying MAC is unfair, it is obviousthathaving a load balancedouting algorithm
will improve fairnessThis is becaus@f the factthatload balarcing redicesthe aver-
agedegreeof multiplexing of flows on a singlelink, andhencebourds the unfairness
introducedby the MAC protccol. This improverrentin fairnesss evidert in Figure®.
However, it is interestingto notethatload balancingimprovesfairnessevenwhenthe
undelying MAC is fair with respecto flows Briefly, thereasongor this improvement
aretwofold: (i) The transpor protoml usedis TCP, and TCP is unfair to flows with
largerRTTs. Hence whenflows with different RTTs sharea singlelink, themechanics
of TCP will resultin the flow with the smallerRTT getting a greaterportion of the
link capacity Load balancedouting reducs the overlappingof flow paths,andhence
redu@ssucheffects. (i) Althoughtheunderlying MAC protacol is fair, thevariarcein
the degree of pathoverlappirg (dueto the existenceof flows thathave no or minimal
link sharingalongtheir paths,alongwith flows thatshareinks with a large numker of
flows) will induce unfairnessin the network. Load balancedouting reduces the vari-
ancein the degreeof pathoverlappirg, andhencemprovesfairness.

4.4 Routing and Throughput Distribution

In our simulatiors, we obsere that shortestpathrouting occasionallyexhibits higher
average throughput thanloadbalance routing While superficiallythisindicatesbetter
perfamancea closerlook at the averagethroughpu distribution betweerthe different
flows reveal that shortesfpathrouting, althowgh exhibiting higher average throughp,
punistesalarge numker of flows (very low throughput in relationto themear) in favor
of a few flows that enjoy throughpus significantly higher thanthe meanthroughp.
Figure7 shows the distribution of the numler of flows observiry differentend-teend
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Fig. 5. Load Balancedrouting:NormalizedDeviation

throughpus. The distribution is a consolidatio of the resultsof 10 simulations,and
hencehasatotal of 500flows. As seenn thefigure,the peakof thedistributionfor load
balancedouting is closerto themeanthanthatof shortespathrouting Moreover, load
balancedouting hasa consistenthybetterdistribution curve abou the meanthroughput
value.Finally, it canbe seenthatthe peakof the distribution for the shortespathalgo-
rithm attheright endof thegraph (highthroughpu) is highe thanthatof loadbalance
routing, substantiatingur earlierclaimsthatSPRgreatlyfavorsafew flows.

5 Issuesand Summary

51 Issues

(i) Mobility: Dueto lack of spacewe do not considemodhlity in theresultspresered
thusfar. However, the following obsevation canbe madeaboutthe probale impact
of mobility: While the shortestpathandthe MAW algoitithms will suffer throughput
degradation(possiblyby the sameamour) dueto molility inducediossesMMW can
be expectedto suffer significantlymorelossesThis is becaus®f the factthat MMW
paths,by virtue of their longer hop countsare morelikely to breakbecauseof link
failures.(ii) Distributed Algorithms: The new algoithms preseted in this paperare
centralizedn nature.The scopeof the paperis limited to highlighting the dravbacks
of existing protomls and suggstingbetterappraches,and hencewe do not present
distributedversiors of the algolithms. However, we believe thatdeveloping distributed
versiors of thealgoiithmsintroducedwill notbeadifficult task,andwe hopeto develop
thedistributedalgaithmsaspartof our future work.
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Fig. 6. RoutingandFairness

52 Summary

In this paperwe have studiedthe perfamanceof existing MAC androuting schemes
in termsof their fairnessandthroughpu characteristicsWhile we agreethatthe per
nodefairnessmockl adoptedor paclet cellular networks is aptfor thatervironmen,
we arguethat sud a modelis not suitablefor an ad-hoc networkwhele nodescooper
atively act asrouters or relaysfor flowsbelorging to other nocesin the network We
propsea new MAC pratocol thatsuppots a perflow fairnessmodel,andin the pro-
cessachievessignificantlybetterend-teendthroughpu fairness At the routing layer,
we show thata load balancedroutingschemethat takesinto account boththe capecity
of paths andtheir hopcourts is more suitablefor ad-ha: networksthana corventianal
shortest-wiéstappoach.We demorstratethrough simulationshatthe new routing al-
gorithm doesbetterthanshortespathrouting bothin termsof throwghpu distribution
andfairness.
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