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Abstract. In this paper we study the incremertal deployability of the Core-
Stateles$air Queuing(CSFQ)apprachto provide fair rateallocationsin back-
bonenetworks.We defineincrementatieployability astheability of theapproach
to gracefully provide increasinglybetterquality of servicewith eachadditional
QoS-avarerouter deplo/ed in the network. We usethe ns2 network simulator
for the simulations.We conclule that CSFQdoesnot exhibit goodincremental
deployability.

1 Intr oduction

The growing diversity of Interret applications hasmotivated the needfor suppating
servicedifferentiationinsidethenetwork. A realtime multimediaapplicatio streaming
live video,anda file transferapplicdion, requirevery differentnetwork-level quality
of service.While todays best-efort Interné model will not differentiatebetweerthe
two applicatins, the Intemetis slowvly moving towardsa pay-perusemocel wherein
applicatims can“buy” the specificnetwork-level servicethey require. Parameterf
sucha servicecanincludebandvidth, delay jitter, loss,etc.

In recentyears the Interret EngineeringTaskForce(IETF) hasdevelopedtwo dif-
ferentquality of service(QoS)mocels for the Interret. While the IntegratedServices
(intseny) modelprovidesfine-grainedperflow quality of service,|t is notconsiderd as
asolutionfor backbonenetworks dueto its inability to scaleto alarge numter of flows
[4]. The DifferentiatedServices(diffsery) model,on the otherhand is scalableat the
experse of providing only a coarse-lgel quality of servicethat doesnot suppat ary
assurancew® individual flows.

Of late, nawer QoS mockls that attemptto bridge the scalability of the diffsew
model, andthe servicerichness of the intservmocel have beenpropsed[2-5. We
referto thesenew mockls asCore-StatelesQoSmodelsin keepingwith the termind-
ogy introducedby the authos of [2]. While the corestatelessapprachesoffer great
pronisein termsof bothscalabilityandthe servicemodelsthey cansupprt, notmuch
work hasbeendore in termsof evaluatingthefeasibility of their practicaldeployment.
Specifically giventhe enomoussizeof the presehInternet,ary solutionrequiring re-
placemenof routes in the Intemethasto beincrementdly deploydle. In the context
of qudity of servicearchitectues,we defineincrementally deployability asthe ability



to provideincreasindy betterqudity of servicewith increasingnumker of QoSaware
routess.

In this pape, we studytheincrenentaldeploability of corestatelesg$air queuiry
(CSFQ)[2], a QoS modelthat attemptsto provide rate fairnesswithout maintainirg
perflow stateat corerouters.The contritution of ourwork is twofold: (i) We studythe
performane of CSFQthrouch simulationsand concluc thatit haspoorincremental
deplowbility. (i) Basedon theinsightsgainedthroughour studyof CSFQ,we present
some“guidelines” for the deploynentof an incrementdly deployale core-stateless
QoSmodel.

The rest of the paperis organizedas follows: In Section2, we provide a brief
overview of the CSFQmecltanism.In Section3, we describethe simulationmodel,
andin Sectiond we discusghe simulationresults.In Section5 we condudethepaper

2 Background

2.1 Core Statelesdrair Queuing

CSFQattemptgo emulatethe behavior of fair queuirg [1] atcorerouterswithoutmain-
tainingary perflow state Combinel with anendto-endadaptatio schemglik e thatof
TCP),it apprximatelyachiezes maximin fairnesg4]. We provide a quick overview of
the CSFQmeclanismin therestof the section.CSFQestimateghefair shae of each
link without maintairing ary perflow statein thecorerouter Thefair sharex atacore
routerrepesentshe shareof the output link capacitythatis allottedto eachflow that
traversegherouter In CSFQ eachpaclethastherater - of theflow to whichthepaclet
belong - stampedn its headelby the ingressedgerouter Whenthe paclet arrives at
acoreroute, therouterdrops the pacletwith a probability of maz{0,1 — a/r}. If the
pacletis notdropped.,it is acceptedor transmission.

If A representsheaggegatearrival rate, F’ represets the aggegateacceptedate
(wherethetwo varialesareupdatedafterthearriva of everypaclet), andC represents
thelink capacitythefair sharex is updatedasfollows:

if (A > C) Qnew < Qold * C/F

else aneyw largestrateof ary active flow
Thecombhbnationof fair shareestimatiorandprababilisticdropping of packetsfor those
flows whoserate exceedsthefair shareenaltbes CSFQto enforce fair sharingof a link
without maintaning ary perflow statein therouter

2.2 IncrementalDeployability

In Section4 we evaluatethe increnental deplgability of the CSFQ mecharsm by
studyingthe fairnesspropertiesof a network in which only a fraction of the nodes
areCSFQrouters.Specifically we investigatdncremental degdoyability from two per
spectves: the core of the network andthe edges.n otherwords, we study both the
incrematal deploymentof CSFQroutes in the coreof abackbme network (assumig
thatall the edgeroutes are CSFQ-avare)andthe incremetal degoymentof CSFQ-
awareroutes at the edgesof the network. For both caseswe useFirst In First Out



(FIFO) routersfor the nonQoS aware routers.Note that incrememal deployment of
QoS-avareroutersattheedgescanalsobe seenasincreasigly more numter of flows
in the network beingQoS-avare flows. In therestof the paper, we referto QoS-avare
routes asfair routers andthe non-QoS-avareroutersaslegacyroutess. Likewise,we
referto QoS-avare flows asfair flows andthe default flows aslegacyflows

3 Simulation Model

10 Mbps 5 Mbps

kb ot 0
f0-#
= I —»
2 Mbps
(&) TOPOLOGY 1

2 Mbps

56 118 f6,f7 fif5

a
|

f0-4

— |—

_ 11OMbps_ I5Mops_ | 2Mbps

2Mbps

(b TOPOLOGY 2 (c) TOPOLOGY 3

Fig. 1. SmallTopologiesUsedFor Simulations

We usethe ns2network simulator[7] for our simulatiors. The ns2 extersionsfor
CSFQweredownloadedfrom http://www.cs.cmu.ed/” hzhang/csfg/.Although several
topolagieswereusedfor the study in this paperwe illustrate our agumentsusingre-
sultsfor the 3 simpletopolagies showvn in Figure 1 andthe large topdogy shavn in
Figure6. Thefour topologesaredescritedin the next section For eachof thetopolo
giesandfor the two scenario®of coreandedgedeployment,we startfrom a scenario
whereall routersusethe FIFO schemeThesubsegantscenariosreobtairedby incre-
mentallychangimg onerouteratatime to usethe CSFQmechairsm or be CSFQ-avare,
till all the routersin the scenaricarechangd. For eachof the scenarioswe measure
thefairnesoofferedby the network asawhole.We useJain’s fairness-ind to demon
stratethefairnessachievedamang theflowsin the networkin termsof their end-teend
throughput. We plot thefairnessndex againsthe configuration of the network definel
by thenumter of CSFQ(or CSFQ-avare)routes.

Thefairness-inde plottedis an averageover multiple simulatiors usingthe same
numter of QoS-avarerouters put with differentplacenentsfor the QoS-avarerouters.



Topology 1: Core Incremental Deployability
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Theflows useUDP andthetraffic is generéedusingPoissordistribution. Thelabelson
thex-axis of the graphsrepresenthenumbe of QoS-avareroutersused.Thefairness-

index is plottedonthey-axs.

4 Simulation Results

4.1 Simple Topologies
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Topology 2: Edge Incremental Deployability
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Fig.5. Topology2: EdgelncrementaDeploya-
bility

Figures2, 4, and7 shaw the fairnessdemorstratedoy CSFQwhen CSFQrouters
areincrememally deployedin thecorefor Topdogiesl, 2, and3 respectiely. Figures 3,
5, and8 shav thefairnessvhenCSFQ-avareroutes areincremerally deplo/edatthe



edgesAs canbeseerfrom Figures?, 4, and7, CSFQdoesnotexhibit goodincremental
deploymentwhenbeingdeplo/edin thecoreof thenetwork. Notethateachdatapoitin
thegraphsshovn wasaveragedover multiple simulatiors for all possibleconfigurations
with thatmary numkber of CSFQroutes. For examge, in Figure2, thesecondlatapint
represetstheaverageof thefairnessndicesfor thetwo possibleconfigurationg CSFQ-
FIFO andFIFO-CSFQ)of Topdogy 1 with one CSFQrouter Also, for eachpossible
configuation, simulationswere run with varying ratesfor the flows, and an averag
takenover all the simulationruns.

Similarly, from Figures3, 5, and8, it canbe obsened that CSFQdoespootly in
termsof edgerouterincrermrentaldeployment.As menticnedearlier with fewer numkber
of CSFQ-avareroutes at the edgesthe numter of CSFQ-avareflows in the network
decreaseddence the unfairnessstemsfrom CSFQflows sharimg links with best-efort
flows (legagy flows) in the core of the network. An interestingaspectof the results
shavn in thefiguresis the“dip” in thecurwe for all thescenariosSpecifically thefair-
nessndex goes down with increasinghunberof fair-routersattheedge andrisesonly
whenall the edgeroutersarefair-routers. This anomalycan be explained asfollows:
Whenlegagy/-flows sharea congestedCSFQIlink with fair-flows, CSFQwill besignif-
icantly unfair toward the fair-flows: Whenthe fair shareestimateis initially reduced
CSFQwill not obsere ary rediction eitherin the arrival rate (becausdegacy-flows
canna be assumedo adaptto fair shareestimates)This will resultin afurtherredic-
tion in the fair shareestimate However, sincethe rate of the legecy-flows by itself is
morethanthelink capacity the presencef sustaineccongestiorwill ensurethatthe
fair shareestimateis cut down to zero,at which stagenoneof the packetsbelorging
to the fair-flows will be acceptedHowever, if all the flows on a CSFQIlink happerto
be legag/-flows, “better” fairnesscan be expectedas CSFQwill not interfereon be-
half of any particdar flow, leaving it for the indiscrimnate (but not unfair) allocation
of the droptail mechaism to decidethe perflow sharesHence,it canbe obsenred
thatthefairnessachiezed whenthereareno fair-flows in the network is betterthanthe
intermedate cases.

4.2 LargeTopology

For theresultsshovn in Figures9 and 10, the topolagy showvn in Figure 6 wasused.
All link capacitiesveresetto 10Mbps.Eachcorefouterin thetopdogy wasconneted

to exactly oneedge-outer Simulatiors were perfamedwith 1100 flows. Eachedge-

routersenesasaningressfor 100flows. The 100flows at aningress-outeris divided

into 10 setsof equal numker of flows, eachsethaving a unique egress-routeamorg the

otherl0edgerouters.Therateof eachflow wassetto 200kbps. Although, simulations
wereperfamedusingotherflow rates,we do not presenthemherefor lack of space.
Theresultsdemastratethatevenfor more realistictopolagies,CSFQperfoms pooty

in termsof incrementaldeployability, bothatthe coreandattheedges.
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4.3 Discussionand Insights

Our simulationresultsdemorstratethat CSFQis not anincrenentally deplo/able ap-
proad to achieve fair rateallocation. However, the following insightscanbe gahered
from condwctedstudy:

Impact of LegacyCore Routers Theimpad of the presencef legag/-routersonthe
perfamanceof fair-routersdepend uponthe specificallocationschemeemplo/ed at
the fair-routers.In core-statelesapprachesfair allocationof link bandvidth at core
routes is achiezed by makinguseof dynamic stateinformationabou the flows. Edge
routes passthe dynamicstateto coreroutes through varying schemesncludng fields
in the paclet headerqdynamic paclet state)[2], or specializedpacletsin the flow
(dynamic flow state)[4]. The coreroutersrely solely on the dynanic statecarriedby
theflow, andhen@ donotperfam ary perflow processing.However, in thepreseeof
legag/-routers,suchapprachesncourer thefollowing problemsthatadwerselyaffect
thefair servicethey offer:

— Legacy-routersdrop pacletsindiscriminatéy 1. Henceflowstraversingsuchrouters
will inheently receive unfair service.While this by itself canrot be comgetely
overcome, it leadsto unfair serviceeven at fair routers. We elabaate upm this
phenonenonnext.

— While legecy-routersdrop pacletsindiscrimirately, beingunavare of the fair al-
locationschemesuchrouteas will, in addition fail to updatethe dynanic stateof
flows whendropping paclets.Hence the dynamic stateat downstreanfair routers
canbeincorsistentwith the actualflow state.Whenfair routersusesuchinconsis-
tentdynanic stateto perfom rateallocation theallocationwill beunfair.

! Recallthatwe have assumedhe useof the drop-tailmechanisnat legag-routers.
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Topology 3: Edge Incremental deployability
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— While theunfair allocationbecausef incorsistentstatecanbeplausiblypereived
asatransiem pheromena (if edgeroutersareassumedo adap to the fair share
feedbak they receve, it canbe shavn thatflows will evertually receve their fair
allocationsat thefair routes), thisis trueonly if the unfair allocationsatthe drop
tail routes remainstable.ln otherwords,given an arbitraily indiscriminaterate
allocationat legag/-routes, thatfluctuates with time, thefair sharecompuationat
fair routes will fail to corverge,causingunfair allocationat fair routersto becane

apersistenpheromena.

Impact of Legacy Edge Routers While coreroutersareresposible for fair alloca-
tion, edgeroutersin corestatelesappoachesareresponsibldor corveying to thecore
routes, the dynamic stateusedin their rate allocationschemesln the evert that an
edgerouteris a legecy router, it will fail to corvey ary suchdynanmic stateinforma-



tion to the core.Hence,the presenceof suchedgeroutes will resultin legacyflows
co-e&xisting with fair-flowsin the core network. While this does not have ary impact
on legecy-core-rouers (whereno fair allocationschemesexist aryway), it obviously
hasa severeimpacton thefairnessachieved at fair-routers. Specifically given thatthe
legagy/-flows carryno dynamicstate how shouldthefair routess treatthelegecy-flows?
Aggregatingall legag/-flows into onelogical flow mightresultin unfair allocationsto
legag flows. A traffic engneeringsolution(wherin, thecapacityof thenetwork is par
titioned betweenegacy- andfair-flows) might be possible but would not be desirable
in a pay-peruseservicemocel [8].

The challerge thenis to determinedynanically how the capacityat a fair router
shouldbe divided betweenlegag/ and fair-flows. Oncethe split is determired, it is
sufficient to thenprovide fairnessonly amorg the fair-flows (within their allocation)
asthe legag/-flows do not expectary fair allocationin the first place.However, it is
critical for legecy flows notto be penalizedn ary way dueto the upgraa of a partof
the network?.

5 Summary

We studytheincrememal deplagyability of thecore-stateles&ir queung (CSFQ)mech-
anism.Basedon our simulationswe condudethat CSFQis notincrenentallydeploy-
able.However, to be fair to its authas, CSFQwas not desigred to be incremetally
deployable[2]. Our motivation for the studywasto gaininsightsthat canhelpin the
designof anincrememally deplgyable core-stateles®oS model.We preseh someof
theinsightsin Sectiord4.

6 Acknowledgments

We thank the Yamacaw organizatian (http:.//www.yamacaw.org) for their generais
suppat andfunding partof this work.

References

1. H. Zhang, “Service DisciplinesFor GuaranteedPerformanceServicein Packet-Switching
Networks”, Proceedingef the IEEE, 83(10),0ct 1995.

2. |. Stoica,S. Shenler, H. Zhang, "Core-Stateles$air Queuing A ScalableArchitectureto
ApproximateFair BandwidthAllocationsin High SpeedNetworks”, Proceeding®f ACM
SIGCOMM, 1998.

3. I. Stoica,H. Zhang, “Providing Guaranteed®erviceswithout PerFlow Management” Pro-
ceedingof ACM SIGCOMM, 1999.

4. R. SivakumarT. Kim, N. VenkitaramanandV. Bhaighavan, “Achieving Perflow RateFair-
nessin Core-Statelesbletworks”, Proceeding®f InternationalConferenceon Distributed
ComputingSystems2000.

2 Notethatwe perceve “unfair allocation” and“indiscriminateallocation” differently, with the
formerbeingclearlymoreundesirablghanthelatter



5.

o

T. Kim, R. Sivakumar K-W. Lee,andV. Bhamghasan, “Multicast ServiceDifferentiationin
Core-Stateleshletworks”, Proceeding®f InternationaMorkshopon Network Group Com-
munication,1999

Rossi,H. PeterJ.D. Wright, andA. B. Anderson “Handbook on Suney Research”1983.
K. Fall and K. Vardhan, “ns notesand documetmation; available from http://www-
mash.cs.bedey.edu/ns/, 1999

LucentTechnologies;Network Quality of Service:Surney Report; .



